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Abstract—Mobile edge computing (MEC) has been recog-
nized as an emerging technology that allows users to send the
computation-intensive tasks to the MEC server deployed at the
macro base station. This process overcomes the limitations of
mobile devices (MDs), instead of sending the data to a cloud
server which is far away from MDs. In addition, MEC results in
decreasing the latency of cloud computing and improves the qual-
ity of service. In this article, an MEC scenario in the 5G networks
is considered, in which several users request for computation ser-
vice from the MEC server in the cell. We assume that users can
access the radio spectrum by the nonorthogonal multiple access
protocol and employ the queuing theory in the user side. The
main goal is to minimize the total power consumption for com-
puting by users with the stability condition of the buffer queue to
investigate the power–latency tradeoff, which the modeling of the
system leads to a conditional stochastic optimization problem. In
order to obtain an optimum solution, we employ the Lyapunov
optimization method along with successive convex approximation.
Extensive simulations are conducted to illustrate the advantages
of the proposed algorithm in terms of power–latency tradeoff of
the joint optimization of communication and computing resources
and the superior performance over other benchmark schemes.

Index Terms—Lyapunov optimization, mobile edge computing
(MEC), nonorthogonal multiple access (NOMA), queuing theory.

I. INTRODUCTION

W ITH the ever-increasing utilization of mobile devices
(MDs), highly popular applications with intensive and

sophisticated computation are made available on a daily basis
to users in wireless 5G networks. Despite the rapid develop-
ment of technology in phones, there are still some challenges
in their resources, such as battery life, storage, and compu-
tational capacities that limit the use of these applications. In
recent years, the mobile cloud computing (MCC) has been
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proposed as an effective solution to overcome this limitation
in mobile handsets in order to benefit from the potential of the
cloud computing (CC) in MDs [1]–[4]. In other words, MCC
can be utilized to send a part of the intensive computational
tasks to the cloud server (CS). The benefit of using such a
scheme is the power consumption reduction by mobile users
leading to an increase in battery life and also providing lower
latency and computing agility [5]–[7]. Despite these benefits,
one weakness of this technique is that CSs are usually located
far away from the user and this causes the delay in the service
or equivalently degradation in the quality-of-service (QoS)
for real-time applications. Consequently, a new concept called
mobile edge computing (MEC) has been recently proposed by
the European Telecommunications Standards Institute (ETSI)
with the purpose of putting this server near the end users
to overcome this weakness. It is worth mentioning that the
edge servers have less computing and storage power than
CSs and those benefit from the advantage of their proxim-
ity to the network’s users [8]–[10]. In [11], a computation
offloading strategy is proposed for using in MCC in order to
minimize the energy expenditure at the mobile handset under
a delay constraint. In this scheme, an optimization problem
is introduced for joint allocation of computation and com-
munication resources in a single-user mode. In [11], the CS
is assumed to have a centralized structure, while Chen [12]
assumed a decentralized structure for the CS and employed
the game theory concepts to solve the problem of optimal
resource allocation. Furthermore, Chen and Hao [6] proposed
an optimal power allocation scheme in the ultradense het-
erogeneous network based on mmWave. Hao and Yang [13]
investigated the optimal power allocation in a heterogeneous
two-layer network and proposed an efficient algorithm for
reducing the interference in the network.

Many works have been focused on the joint computation
and communication resource allocation in the multiuser MEC
systems [14]–[20]. For example, the orthogonal frequency-
division multiple access (OFDMA)-based multiuser computa-
tion offloading for the cases with binary and partial offloading
has been studied in [14]–[16]. In these works, the compu-
tation and communication resource allocations are optimized
in order to minimize the users’ sum-energy under different
criteria. In [17], the OFDMA-based multiuser computation
offloading jointly with the caching technique was consid-
ered to maximize the system utility. The game theory was
employed in [18] to explore the energy efficiency tradeoff
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among different users in a multiuser MEC system with the
code-division multiple access (CDMA)-based offloading. A
wireless powered MEC system with time-division multiple
access (TDMA)-based offloading was considered in [19],
where the computation offloading and local computing at the
users are supplied by wireless power transfer from the base
station (BS). A new computation and communication coop-
eration procedure in an MEC system, including one user,
one helper, and one BS, was studied in [20]. In the afore-
mentioned schemes, a TDMA-based offloading algorithm is
proposed, such that for computation performance optimization,
the user is able to explore the communication and computa-
tion resources in both BS and helper. Despite the research
progress, only suboptimal multiuser computation offloading
alternatives have been mentioned in the above literature
review using orthogonal multiple access (OMA) for com-
putation offloading (e.g., TDMA and OFDMA) or utilizing
CDMA by dealing interference as the noise. However, these
schemes cannot fully estimate the capacity of the multiple
access channel for offloading from multiple users to the BS
and, therefore, may give rise to suboptimal performance for
multiuser MEC systems.

Nowadays, one of the key approaches in the
5G cellular networks is nonorthogonal multiple
access (NOMA) [21]–[23]. In contrast to the traditional
OMA, the NOMA enables multiple users to communicate
with the BS at the same time and frequency resources.
The NOMA-based communication system achieves a much
higher spectral efficiency than the OMA counterpart by
implementing sophisticated multiuser detection schemes
such as the successive interference cancellation (SIC) at
receivers [24], [25]. For a single-cell uplink NOMA system,
or equivalently, a multiple access channel from users to
the BS, it has been well established that the information-
theoretical capacity region is achievable when users employ
Gaussian signaling with optimized coding rates, and the BS
receiver adopts the minimum mean square error (MMSE)-SIC
decoding with a properly designed decoding order for various
users (see [25]). It is expected that NOMA can be exploited
to further improve the performance of multiuser computation
offloading for the MEC systems.

These features have motivated some researchers to pay
attention to the combination of MEC and NOMA in recent
literature [26]–[31]. Wang et al. [26] minimized the weighted
sum of the energy consumption at all MUs subject to their
computation latency constraints for both binary and partial
computation offloading modes. A similar problem was inves-
tigated in [27] by considering the user clustering for the uplink
NOMA. Ding et al. [28] proposed a procedure to select the
best mode among OMA, pure NOMA, and hybrid NOMA
schemes in the MEC networks based on the energy consumed
by full offloading. The main concentration of the previous
works was on the minimization of the energy computation by
optimizing the network’s parameters in terms of the instanta-
neous channel state information. In contrast, Ding et al. [29]
investigated the effect of NOMA’s parameters, e.g., transmit
powers and user channel conditions on the full offloading by
calculating the successful computation probability. In [30], the

weighted sum of the energy consumption of all users in a
multiuser partial offloading MEC system was minimized by
NOMA over the execution delay constraints. In such a case,
the NOMA protocol can remarkably enhance the energy effi-
ciency of the network in comparison with OMA. An MEC
system is studied in [31] that employs the NOMA protocol
in both uplink and downlink directions. It is demonstrated
in [32] that the total energy consumption is minimized by
optimizing the transmit powers, task offloading partitions, and
transmission time allocation.

In this article, an MEC scenario in the 5G networks is con-
sidered in which the BS is equipped with the MEC server
where the network’s users can get assistance from the MEC
server for their computations and offload their processing tasks
to this server. In this model, we assume that users can access
radio resources via a NOMA protocol. The main goal is to
achieve a dynamic power–latency tradeoff for MEC offloading
in such a network, where the term dynamic is referred to the
time-varying nature of the queue length. Toward this goal, we
define an objective function to minimize the required average
power consumption for computing tasks of the network’s users
by considering the transmitted power of each user to send data
to the BS and determining central processing unit (CPU)-cycle
frequency as the optimization variables. We mathematically
formulate the proposed minimization problem as the stochas-
tic form and use the Lyapunov method to derive the optimal
solution. We obtain an upper bound for the objective func-
tion and minimize this bound rather than the main objective
function. We also divide the problem into two parts, i.e.,
the local computing and server-side computing. It is demon-
strated that the problem in the server side has a nonconvex
form, so we employ the successive convex approximation
(SCA) method to solve the problem. Eventually, simulation
studies are conducted to validate the theoretical analysis and
demonstrate the effectiveness of the proposed schemes in the
multiuser MEC networks. Motivated by the above consider-
ations, the key contributions of this article are summarized
as follows.

1) We present a stochastic NOMA-based computation
offloading framework for an uplink NOMA-based
multiuser MEC network with multiple MDs. Each user
has computational tasks that should be successfully com-
pleted. In each time slot, the tasks are generated in a
stochastic manner and are embedded at the queue avail-
able on the MDs. The MEC server is supposed to be
computationally powerful with unlimited computational
resources.

2) Considering the uplink NOMA protocol for computa-
tion offloading, network users able to simultaneously
offload their computational tasks to the MBS in the same
frequency resources.

3) The average weighted-sum power consumption of MDs
is employed as the performance metric. The avail-
able radio and computational resources, including the
CPU-cycle frequencies for local computing, and the
transmit power for computation offloading, are jointly
allocated to minimize the average weighted-sum power
consumption.
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Fig. 1. Proposed MEC network model.

4) Another goal of this article is to investigate the power–
latency tradeoff in mobile edge computation offload-
ing in the NOMA-based networks. In this regard, an
average weighted-sum power consumption minimization
problem subject to a task buffer stability constraint
is formulated. This is a very challenging stochastic
optimization problem. An online algorithm is then sug-
gested according to the Lyapunov optimization that
determines the CPU-cycle frequencies and the transmit
power for local execution and computation offloading,
respectively. The system operation is determined in each
time slot via solving a deterministic problem. Especially,
the optimal CPU-cycle frequencies are calculated in
closed forms, whereas the optimal transmit power is
obtained by the SCA algorithm.

5) Finally, the numerical results are conducted to validate
the performance of our proposed NOMA-based compu-
tation offloading system. It is shown that our NOMA-
based offloading scheme attains substantial superior
performance when compared to the benchmark schemes
with OMA-based offloading, local computing only, and
full offloading only. Furthermore, the performance eval-
uations explicitly demonstrate the tradeoff between the
power consumption of MDs and the execution delay.

The remainder of this article is organized as follows. In
Section II, we describe the proposed system model and math-
ematically formulate the problem of the optimal resource
allocation. In Section III, we introduce the proposed solu-
tion method. In Section IV, we evaluate our results employing
some simulation examples. Finally, we conclude this article in
Section V.

II. SYSTEM MODEL AND PROBLEM DESCRIPTION

In this article, we consider a network model depicted in Fig.
1 consisting of a cell, N mobile users, and one BS equipped
with the edge server. This server provides storage and com-
putational resources for the network’s users where they can
access the MEC server through the BS. For convenience, we
assume that the MEC server is equipped with an N-core high-
speed CPU which performs N various applications in parallel.

Moreover, it is assumed that all MDs can access to the radio
spectrum resources by the NOMA protocol. Each user sends a
part of its request via a radio link to the MEC server embedded
in the BS. We suppose that MDs run computation tasks during
time slots that can be separated into independent and fine-
grained subtasks and have delay-tolerant features. This means
that they do not have instantaneous delay constraints [11], [31].
The length of each time slot is represented by τ . For simplic-
ity, we denote the index sets of mobile users and time slots

as N = {1, 2, . . . , N} and T �= {0, 1, 2, . . . ,}, respectively.
If we denote θi(t) (in bits) as the amount of generated com-
putational tasks by the ith user device in time slot t ∈ T ,
the processing of this task can be started from the next time
slot (t + 1). Furthermore, we assume that θi(t)s are indepen-
dent and identically distributed (i.i.d) in different time slots
with the uniform distribution (i.e., θi(t) ∼ U[θmin

i , θmax
i ]) and

E[θi(t)] = λi, i ∈ N . In each time slot t, some computing
tasks can be processed locally on each user device which is
denoted by θ�

i (t). In addition, some other computing tasks can
be offloaded to the MEC server embedded in the BS repre-
sented by θM

i (t). The generated computational tasks of each
user at each time slot can be placed in the queue of each device
for computing at the next time slots. We denote the length of
the queue for the ith user’s buffer at time slot t as Qi(t) to

define the vector Q(t)
�= [Q1(t), . . . , QN(t)]. In addition, we

assume that the buffer of each device is initially empty (i.e.,
Qi(0) = 0 ∀i ∈ N ). In this case, for the queue length of each
user i at time slot t + 1, we have

Qi(t + 1) = max
{
0, Qi(t)− θ�

i (t)
}+ θi(t), t ∈ T (1)

where θ�
i (t) = θ�

i (t)+ θM
i (t) denotes the value of the output

data bits from the ith user’s buffer at time slot t.
Remark 1: Generally, the delay endured by each user to

complete its computational tasks is defined as Di which
includes four parts: 1) the delay due to the local processing
tasks represented by Dloc

i ; 2) the delay due to the offload exe-
cution tasks to the MEC server, denoted by Dtx

i ; 3) the total
edge computing execution time of the tasks, represented by
Dexe

i ; and 4) the delay due to sending toward the MEC server
the results back to the ith MU, denoted by Drx

i . Accordingly,
we can write the total delay for the ith user as

Di = Dloc
i + Dtx

i + Dexe
i + Drx

i . (2)

The total edge computing execution time of the tasks (i.e.,
Dexe

i ) is considered negligible due to inherent computation
capabilities of the MEC server. This assumption has been
commonly used in many literatures on the MEC networks.
Furthermore, the delay caused by sending the computation
results back to the ith user via the MEC server (i.e., Drx

i )
can be ignored in our optimization problems, since the size
of the outcome results are generally much smaller than the
size of input data (e.g., image rendering, speech recogni-
tion, and feature extraction in the augmented reality-based
applications) [26], [29].

Local Execution Model: Let us denote the number of the
required CPU-cycles for computing one bit in device i as
ξi which depends on the program type and can be deter-
mined by offline calculations [33]. If fi(t) shows the CPU-cycle
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frequency of user i, the number of data bits computed locally
at time slot t in device i is obtained as

θ�
i (t) = τ

fi(t)

ξi
, i ∈ N (3)

and the amount of the required power for the local execution
in the ith MD is given by

p�
i (t) = κ[fi(t)]

3 (4)

where κ represents the effective switch capacitance which
depends on the chip architecture [34].

Uplink Transmission Model: It is assumed that the trans-
mitted signal of the ith user in the uplink mode is denoted by
xi where E[|xi|2] = 1. We denote pul

i (t), 0 ≤ pul
i (t) ≤ Pmax

i ,
as the amount of the transmit power that user i can send its
data to the BS. All users in the network employ a super-
position coding scheme to send their data to the BS over
a common spectrum resource. In addition, hi(t) = |gi(t)|2
represents the power gain of the short-term fading channel
coefficient gi(t) between the ith mobile user and the MEC
server at time slot t with E[hi(t)] = 1 [35], [36]. It is assumed
that wireless channels between mobile users and the MEC
server are independent identically distributed frequency-flat
block fading. Furthermore, the path-loss effect is represented
by Li = L0(di/d0)

η, where L0 is the path-loss at the reference
distance d0, η is the path-loss exponent, and di is the distance
between user i and the MEC server. Taking the above con-
siderations into account, the received signal at the BS can be
expressed as follows:

rBS(t) =
N∑

i=1

√
pul

i (t)

Li
gi(t)xi(t)+ nt(t) (5)

where nt(t) is the additive white Gaussian noise at the receiver
with the noise power N0

�= E[|nt|2]. In this case, the signal-
to-interference-plus-noise ratio (SINR) of user i at time slot t
is defined as

SINRi(t) = pul
i (t)Hi(t)

1+ ∑

j∈N
pul

j (t)Hj(t)I
(
Hj(t) > Hi(t)

) (6)

where I(•) denotes the indicator function which takes the value
1 if its argument is correct and takes the zero value, otherwise.
In addition, the normalized power gain of the channel from
the ith mobile user to the MEC server is given by Hi(t) =
[hi(t)/(N0Li)]. Here, we assume that the BS is equipped with
the SIC technique to reduce the interference effect from the
received signal. In this case, the interference effect of the users
who have weaker channel gains is eliminated in the receiver
side by this technique. Under these assumptions, in the uplink
mode, the data rate of user i in terms of the bits/seconds can
be expressed as [37]

Ri(t) = Wlog2

⎛

⎜
⎝1+ pul

i (t)Hi(t)

1+ ∑

j∈N
pul

j (t)Hj(t)I
(
Hj(t) > Hi(t)

)

⎞

⎟
⎠

(7)

where W is the bandwidth of the whole network.
Consequently, the number of transmitted data bits by the ith
user to the MEC server during time period τ and at the time
index t is equal to

θM
i (t) = τRi(t). (8)

Problem Formulation: Now we are ready to present our
optimization problem to minimize the average power con-
sumption of the entire network’s users, including the power
consumptions, in local and remote modes expressed as fol-
lows [38], [39]:

P̄ = lim
T→∞

E

[
T−1∑

t=0
P(t)

]

T
(9)

where P(t)
�= ∑

i∈N (pul
i (t)+ p�

i (t)). Therefore, the optimal
offloading problem can be described as

P1) min
Pul(t),f(t)

P̄ = lim
T→∞

1

T
E

[
T−1∑

t=0

∑

i∈N

(
pul

i (t)+ p�
i (t)

)]

s.t.

C1. 0 ≤ fi(t) ≤ f max
i ∀i ∈ N , t ∈ T

C2. 0 ≤ pul
i (t) ≤ pmax

i ∀i ∈ N , t ∈ T

C3. lim
t→∞

E[|Qi(t)|]
t

= 0 ∀i ∈ N

where f(t) �= [f1(t), . . . , fN(t)] and Pul(t)
�= [pul

1 (t), . . . , pul
N (t)].

The constraints C1 and C2 indicate the limitations on the
CPU-cycle frequency and the power of each user, respec-
tively. In order that the average rate be stable, constraint C3
is required for the task buffers [40] and guarantees that all
the arrived computation tasks can be performed with a finite
latency. For ease of mathematical expressions, we use the set

S(t)
�= (Pul(t), f(t)) representing the set of all optimization

variables.

III. PROPOSED SOLUTION

Since the defined variables in S(t) are temporally corre-
lated, P1 is a stochastic optimization problem, in which, the
CPU-cycle frequency and the transmit power allocation should
be calculated for each MD at each time slot. The objective is
to develop a flexible and effective online control algorithm that
can solve this long-term optimization problem. Temporally
correlated nature of this problem makes the optimal decisions
intractable to solve [38], [39]. There are several traditional
methods to solve this type of problems, such as dynamic pro-
gramming [41] and Markov decision process [42]. However,
these approaches demand substantial statistics of system
dynamics (e.g., link conditions and traffic arrivals), and they
suffer from excessive computational complexity. Recently, the
Lyapunov optimization method [40] has been developed for
solving such sophisticated optimization problems and joint
system stability on stochastic networks, especially, the queu-
ing systems and wireless communication. Unlike dynamic
programming [41] and Markov decision process [42], the
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Lyapunov method does not need the information of the statis-
tics of related stochastic models, instead, it requires the
queue backlog information to make online control decisions.
However, the former two conventional solutions withstand the
so-called “curse of dimensionality” problem [40] and give rise
to the complexity of the system implementation where signifi-
cant recomputation is needed when statistics are changed [43].
On the other hand, the Lyapunov optimization algorithms usu-
ally have a less computational complexity, and they also are
easily implemented in applied systems [44], [45]. Therefore,
this emerging alternative has been employed in solving sev-
eral optimization problems of stochastic networks, includ-
ing resource/workload scheduling among data centers [46],
power management in smart grid [43], and energy/throughput
optimization for wireless systems [40]. According to above-
mentioned discussions around the merits of the proposed
online algorithm, the Lyapunov optimization algorithm would
be a suitable candidate for real-time applications. Thus, instead
of solving P1, we obtain an equivalent form of the problem
by employing the Lyapunov algorithm that is deterministic in
each time slot. In this case, P1 can be solved easier with
lower complexity.

Online Lyapunov-Based Optimization Algorithm: In the first
step, let us define the Lyapunov function as follows:

L(Q(t)) =
∑

i∈N
Q2

i (t)

2
. (10)

Hence, the Lyapunov drift function can be represented as

�(Q(t)) = E[L(Q(t + 1))− L(Q(t))|Q(t)]. (11)

In addition, the Lyapunov drift-plus-penalty function is
given by

�V(Q(t)) = �(Q(t))+ VE[P(t)|Q(t)] (12)

where V ∈ (0,+∞), in the dimension bits2 per Watt, denotes
the control parameter in the Lyapunov algorithm.

Lemma 1: For each arbitrary 0 ≤ pul
i (t) ≤ pmax

i and
0 ≤ fi(t) ≤ f max

i ∀i ∈ N , the function �V(Q(t)) is upper
bounded by

�V(Q(t)) ≤ −E

[
∑

i∈N
Qi(t)(θ

�
i (t)− θi(t))|Q(t)

]

+ VE[P(t)|Q(t)]+� (13)

where � is a constant value.
Proof: Squaring both sides of the local task buffer

dynamics in (1), we have

Q2
i (t + 1) = (max

{
0, Qi(t)− θ�

i (t)
})2

+ θ2
i (t)+ 2θi(t) max

{
0, Qi(t)− θ�

i (t)
}

≤ (Qi(t)− θ�
i (t)

)2 + θ2
i (t)+ 2θi(t)Qi(t)

= Q2
i (t)− 2Qi(t)(θ

�
i (t)− θi(t))+ θ2

i (t)+ (θ�
i (t)

)2
.

With transferring Q2
i (t) to the left-hand side, dividing the

two sides of the above inequality by 2 and summing up for

all users, we have

1

2

∑

i∈N

[
Q2

i (t + 1)− Q2
i (t)

]
≤ 1

2

∑

i∈N

(
θ2

i (t)+ (θ�
i (t)

)2)

−
∑

i∈N
Qi(t)(θ

�
i (t)− θi(t)).

Eventually, by summing up the term VP(t) in both sides
and get conditional expectation value we obtain

1

2
E

[
∑

i∈N

(
Q2

i (t + 1)− Q2
i (t)

)
|Q(t)

]

+ VE[P(t)|Q(t)]

≤ 1

2
E

[
∑

i∈N

(
θ2

i (t)+ (θ�
i (t)

)2)|Q(t)

]

+ VE[P(t)|Q(t)]

− E

[
∑

i∈N
Qi(t)(θ

�
i (t)− θi(t))|Q(t)

]

.

Note that
∑

i∈N (θ2
i (t)+ (θ�

i (t))
2
) with condition Q(t) is

deterministic, hence

E

[
∑

i∈N

(
θ2

i (t)+ (θ�
i (t)

)2)|Q(t)

]

=
∑

i∈N

(
θ2

i (t)+ (θ�
i (t)

)2)
.

Defining �
�= (1/2)

∑
i∈N (θ2

i (t)+ (θ�
i (t))

2
), the proof of

Lemma 1 is completed.
Finding the optimal value of the upper bound for �V(Q(t))

in the right-hand side of (13) in a greedy manner at each time
slot is the critical contribution of our proposed online com-
putation offloading policy and the local execution procedure.
Accordingly, the number of computational tasks, waiting in
the queue buffer, can be held at a small level. This guarantees
that the constraint C3 can be satisfied, meanwhile, the total
power consumption of MDs can be minimized. Thus, instead
of solving the problem P1, we find an optimum solution for
its equivalent form expressed as the following deterministic
optimization problem P2 at each time slot:

P2) min
S(t)

VP(t)−
∑

i∈N
Qi(t)θ

�
i (t)

s.t.

C1. 0 ≤ fi(t) ≤ f max
i ∀i ∈ N , t ∈ T

C2. 0 ≤ pul
i (t) ≤ pmax

i ∀i ∈ N , t ∈ T .

Remark 2: By employing the Lyapunov method to solve
problem P1, we first form the Lyapunov drift-plus-penalty
function which is a weighted function consisting of the objec-
tive function and the stability condition of the problem. For
simplicity, in our analysis, we derive an upper bound for this
weighted function in order to solve problem P2 instead of
solving P1. Note that the objective function of P2 is related to
the right-hand side of (13). It is worth mentioning that problem
P2 is completely equivalent to problem P1, with the differ-
ence that constraint C3: limt→∞(E[|Qi(t)|]/t) = 0 ∀i ∈ N
in problem P1 appears in the objective function of P2. In
other words, minimization of − ∑i∈N Qi(t)θ�

i (t) means that
the above condition C3 is established and this equivalent state
in P2 guarantees that all the arrived computation tasks can
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be performed with a finite latency. It is clearly seen that
problem P2 is separable into two distinct optimization parts.
The first one is related to the local computing where the main
parameter of this optimization is the CPU-cycle frequency of
each user. The other optimization part is related to offloading
computation tasks to the ES, in which the power consump-
tion of each user for sending data to the MEC server is the
optimization parameter. In the following, we first separate
problem P2 into two problems P2.1 and P2.2, and then find
their solutions.

Local Computing Mode: Recalling that the amount of the
required power for the local execution in the ith MD is given
by p�

i (t) = κ[fi(t)]3, the problem P2 in the local computing
mode can be expressed as follows:

P2.1) min
f(t)

κV[fi(t)]
3 − τQi(t)

fi(t)

ξi
s.t.

C1. 0 ≤ fi(t) ≤ f max
i ∀i ∈ N , t ∈ T .

It is seen that the above problem is convex and the optimal
solution is straightforward. We can take the derivative of the
objective function with respect to fi(t) and set it to zero. Thus,
we can obtain

f opt
i (t) = min

{√
τQi(t)

3κVξi
, f max

i (t)

}

∀i ∈ N . (14)

Optimal Transmit Power: In order to calculate the optimal
transmitted power, problem P2 can be stated as the following
optimization problem:

P2.2) min
Pul(t)

J
(

Pul(t);Pul(t;υ)
)

�= V
∑

i∈N
pul

i (t)−
∑

i∈N
Qi(t)θ

M
i (t)

s.t.

C2. 0 ≤ pul
i (t) ≤ pmax

i (t) ∀i ∈ N , t ∈ T .

It can be easily shown that problem P2.2 is noncon-
vex, hence, we employ the SCA iterative algorithm [47] to
solve this problem. In this regard, we denote Pul(t;υ) and
Pul(t;υ + 1) as the starting points in the υth and (υ + 1)th
iterations of the SCA algorithm at time slot t, respectively.
In addition, the solution obtained from this starting point in

the υth iteration of the algorithm is shown by P̂
ul
(Pul(t;υ)).

Eventually, the optimal solution at each time slot t is rep-
resented by Pul

opt(t). It is proved that the SCA algorithm
converges to the stationary solution of the original NP-hard
nonconvex problem via solving a series of convex subprob-
lems, where each one can be solved in polynomial time, e.g.,
by interior-point methods [47]. In this regard, we should obtain
a convex approximation for the objective function and non-
convex constraints in order to satisfy the specified criteria
in [47].

Through calculating the convex approximation and substi-
tuting in the problem, we solve a convex problem in each
repetition of P2.2 in the following steps.

Step 1 (Convex Approximation of Objective Function):
Let J̃ (Pul(t), Pul(t;υ)) denote the convex approximation of
the objective function of problem P2.2 around the vector

point Pul(t;υ)
�= [pul

1 (t;υ), . . . , pul
N (t;υ)]. This approximation

should satisfy the following conditions [47, Sec. II].
A1: J̃ (•, Pul(t;υ)) on the feasible set K must be con-

tinuous and strongly convex with constant εJ̃ > 0.
In other words ∀x, z ∈ C ∀y ∈ K, εJ̃ ‖x− z‖2 ≤
(∇xJ̃ ( x ; y )− ∇xJ̃ ( z ; y ))(x− z)T .

A2: ∇pJ̃ (Pul(t);Pul(t;υ)) = J (Pul(t);Pul(t;υ)), for all
Pul(t;υ) ∈ K.

A3: ∇PJ̃ (•, •) must have the Lipschitz continuity on K×C.
For the above conditions, ∇af (a, b) represents the par-

tial gradient of the function f (a, b) with regard to the first
argument a. In addition, C denotes the compact convex set
including the feasible region K (i.e., K ⊆ C). It is worth
mentioning that conditions A1 and A2 emphasize on the con-
vexity and smoothness, while condition A3 enforces that the
first order behavior of the approximation should be the same
as for the original nonconvex function.

In order to calculate the above convex approximation, we
first restate the objective function P2.2 as in (15), shown at
the bottom of the next page.

It can be easily shown that functions P+(t) and P−(t) are
in the convex form. To calculate the convex approximation
of the objective function, it is adequate to obtain the lin-
ear approximation of function P−(t) around the desired point
Pul(t;υ) and then substitute it in (15). Note that we can use the
Taylor expansion approximation of this function around point
Pul(t;υ) to achieve the linear approximation of the function
P−(t) as (16), shown at the bottom of the next page.

The first two expressions of the right-hand side of (16) are
convex, and the third expression is added to the equation in
order that the function P−(t) becomes linear. Moreover, the
fourth expression is added in order that the approximation of
the objective function becomes strongly convex on C, where
γP represents a positive arbitrary constant (see [47]).

Step 2 (Convex Surrogate for Problem P2.2): So far, we
achieved the convex approximations of the objective func-
tion around the acceptance point Pul(t;υ). In this step,
we employ the SCA iterative algorithm to solve the fol-
lowing problem P3, instead of solving the nonconvex
optimization P2.2:

P3) min
Pul(t)

J̃
(

Pul(t), Pul(t;υ)
)

s.t.

C2. 0 ≤ pul
i (t) ≤ pmax

i (t) ∀i ∈ N , t ∈ T .

Using (16), it can be seen that P3 is continuous and
convex. By employing the SCA algorithm and the interior
point method in each repetition of the SCA scheme, we
can solve this problem. As previously discussed, the result-
ing solution obtained by the SCA algorithm for problem
P3 converges to the stationary solution of the original non-
convex problem P2.2 [47]. The SCA algorithm is briefly
described in Algorithm 1. In this scheme, Pul(t; 0) rep-
resents the initial points vector for the algorithm chosen
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from the feasible region of the problem, namely K. In
addition, parameter γ determines the step size of the
algorithm defined as γ (υ) = (1 − αγ (υ − 1))γ (υ − 1),
where γ (0) ∈ (0, 1] and α ∈ (0, [1/γ (0)]). The SCA
algorithm is terminated when |J̃ (Pul(t), Pul(t;υ + 1)) −
J̃ (Pul(t), Pul(t;υ))| ≤ δ is satisfied where δ determines the
accuracy of the algorithm. Note that we can use conven-
tional methods, such as interior point methods, for solving
problem P3.

Remark 3: It should be noted that the unique solution for the
optimization offloading problem P1 is obtained by summing
up the optimal solutions of problems P2.1 and P3.

Proof: Recalling that P(t) �
∑

i∈N (pul
i (t) + p�

i (t)) and
θ�

i (t) � θ�
i (t) + θM

i (t), the objective function P2 can be
rewritten as in (17), shown at the bottom of the next page.

Substituting p�
i (t) = κ[fi(t)]3, θ�

i (t) = τ [fi(t)/ξi] and
θM

i (t) = τRi(t) with (7) in the above objective function, we
have (18), shown at the bottom of the next page.

It is straightforward that the objective function consists of
two distinct parts. The first term is related to the local process-
ing which is a function of the number of CPU cycle (fi(t)), and
the second term is related to the edge processing and the func-
tion of transmit power of the network users (pul

i (t)). Therefore,
P2 can be divided into two separate parts as P2.1 and P2.2.
Obviously, the final answer is obtained by aggregating these
two solutions.

Performance Analysis: Following the framework of the
Lyapunov optimization [40], we derive the upper bounds for
the expected average power consumption and the expected
average queue length achieved by the proposed algorithm,
which are summarized in Lemma 2.

Lemma 2: Assuming P3 is feasible, the performance
bounds of the time average power consumption of MUs
satisfies

lim
T→∞ sup

1

T
E

[
T−1∑

t=0

P(t)

]

≤ Popt + �

V
(19)

where Popt is the optimal value of P3 that a stable system
can achieve. In addition, suppose that ε > 0 and again let
assume P3 is feasible. There exists �(ε) (with Popt < �(ε))
that satisfies the Slater conditions [40]. Then, the time average
sum queue lengths of the task buffers satisfies

lim
T→∞ sup

1

T
E

[
T−1∑

t=0

N∑

i=1

P(t)

]

≤ 1

ε

(
� + V

(
�(ε)− Popt)).

(20)

Furthermore, the queue backlog Qi(t), i ∈ N , is the mean rate
stable.

Proof: Please see [40, p. 47].
Lemma 2 demonstrates the tradeoff between power con-

sumption and queue length or equivalently the execution delay.
It is observed that the upper bound of the average power con-
sumption decreases inversely proportional to V [i.e., O(1/V)],
while the upper bound of the average queue length increases
linearly with V [i.e., O(V)]. Accordingly, by tuning V, we
can achieve a flexible tradeoff between two conflicting objec-
tives. When the MD has no power limitation, the user is able
to decrease V which leads to reducing the queue length (or
equivalently the execution delay) and pleasure superior qual-
ity of experience (QoE). Furthermore, if the power limitation
is more strict (e.g., the device battery is running out and the

J̃
(

Pul(t), Pul(t;υ)
)
= V

∑

i∈N
pul

i (t)−
∑

i∈N
Qi(t)θ

M
i (t)

= V
∑

i∈N
pul

i (t)−
∑

i∈N

⎛

⎜
⎝τWlog2

⎛

⎜
⎝1+ pul

i (t)Hi(t)

1+ ∑

j∈N
pul

j (t)Hj(t)I
(
Hj(t) > Hi(t)

)

⎞

⎟
⎠× Qi(t)

⎞

⎟
⎠

= V
∑

i∈N
pul

i (t)−
∑

i∈N

⎛

⎝τWlog2

⎛

⎝1+
∑

j∈N
pul

j (t)Hj(t)I
(
Hj(t) > Hi(t)

)+ pul
i (t)Hi(t)

⎞

⎠× Qi(t)

⎞

⎠

︸ ︷︷ ︸
�=P+(t)

+
∑

i∈N

⎛

⎝τWlog2

⎛

⎝1 +
∑

j∈N
pul

j (t)Hj(t)I
(
Hj(t) > Hi(t)

)
⎞

⎠× Qi(t)

⎞

⎠

︸ ︷︷ ︸
�=P−(t)

(15)

J̃
(

Pul(t), Pul(t;υ)
)
= P+(t)+

∑

i∈N

⎛

⎝τWlog2

⎛

⎝
i−1∑

j=1

pul
j
(t;υ)Hj(t)

⎞

⎠× Qi(t)

⎞

⎠

+ τWQi(t)
d

dpul
i (t)

∑

i∈N
log2

⎛

⎝
i−1∑

j=1

pul
j
(t;υ)Hj(t)

⎞

⎠
(

pul
i (t)− pul

i
(t;υ)

)
+ γP

2

∥∥∥Pul(t)− Pul(t;υ)

∥∥∥
2

(16)

Authorized licensed use limited to: Ryerson University Library. Downloaded on June 22,2020 at 14:38:00 UTC from IEEE Xplore.  Restrictions apply. 



2770 IEEE INTERNET OF THINGS JOURNAL, VOL. 7, NO. 4, APRIL 2020

Algorithm 1: SCA Solution for P3
Initialization:
Pul(t; 0) ∈K; γ (0) ∈ (0, 1]; set υ = 0 and FLAG = 1
1: while FLAG == 1 do
2: Compute J̃

(
Pul(t), Pul(t; υ)

)
according to (16).

3: Compute Pul(t; υ) from P3.
4: if

∣∣∣J̃
(

Pul(t), Pul(t;υ + 1)
)
− J̃

(
Pul(t), Pul(t; υ)

)∣∣∣ ≤ δ do

5: Pul
opt(t) = Pul(t; υ).

6: Break
7: else
8: Set Pul(t; υ + 1) = Pul(t; υ)+ γ (υ)(P̂ul(Pul(t; υ))− Pul(t; υ)).

9: υ ← υ + 1.
10: end if
11: end while
Output: Pul

opt(t)

charger is unavailable), the user is able to increase V to save
more power by spending more cost. This cost includes increas-
ing the length of the average queue length and following that
increasing the execution delay.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
NOMA-based computation offloading scheme to confirm the
theoretical analysis in the previous sections. In addition, we
present some comparison results between our proposed algo-
rithm and other available methods for the following scenarios.

1) Local Computing: All MDs execute their computational
tasks locally via own devices. In other words, users will
not be able to use the MEC server to perform their own
processing.

2) Full Offloading: All MDs offload entire their compu-
tation tasks to the MEC server embedded in the MBS
simultaneously where the MEC server processes these
tasks on behalf of the users.

3) Partial Offloading: MDs are able to execute a part of
their own processing tasks locally, while the rest is
offloaded to the MEC server.

TABLE I
SIMULATION PARAMETERS

It should be noted that we examine cases 2) and 3) with the
assumptions of OMA and NOMA where in the OMA case,
we assume that all MDs adopt the OFDMA protocol for com-
putation offloading. In addition, we use the Little’s law [48]
in our simulations to compute the average sum queue length
of the task buffers for each MD used in the measurement of
the execution delay as follows:

Q̄i = lim
T→∞

1

T
E

[
T−1∑

t=0

Qi(t)

]

, i ∈ N . (21)

Furthermore, to evaluate the performance of the proposed
model and according to Little’s law [48], the average execution
delay based on the time slot can be written as

D̄ =
∑

i∈N Q̄i

/∑

i∈N λi. (22)

VP(t)−
∑

i∈N
Qi(t)θ

�
i (t) = V

(
∑

i∈N
(pul

i (t)+ p�
i (t))

)

−
∑

i∈N
Qi(t)

(
θ�

i (t) + θM
i (t)

)

=
(

V
∑

i∈N
p�

i (t)−
∑

i∈N
Qi(t)θ

�
i (t)

)

+
(

V
∑

i∈N
pul

i (t)−
∑

i∈N
Qi(t)θ

M
i (t)

)

(17)

VP(t)−
∑

i∈N
Qi(t)θ

�
i (t) =

(

V
∑

i∈N
κ[fi(t)]

3 −
∑

i∈N
Qi(t)τ

fi(t)

ξi

)

+
(

V
∑

i∈N
pul

i (t)−
∑

i∈N
Qi(t)τRi(t)

)

=
(

V
∑

i∈N
κ[fi(t)]

3 −
∑

i∈N
Qi(t)τ

fi(t)

ξi

)

+
⎛

⎜
⎝V

∑

i∈N
pul

i (t)−
∑

i∈N
Qi(t)τWlog2(1 +

pul
i (t)Hi(t)

1+ ∑

j∈N
pul

j (t)Hj(t)
(
Hj(t) > Hi(t)

) )

⎞

⎟
⎠ (18)
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(a) (b) (c)

Fig. 2. Power consumption of the MDs, execution delay and the average queue length per user versus the control parameter V .

Fig. 3. Average queue length per user versus time slots for different schemes.

For the system model in Fig. 1, we consider a central-
ized MEC network where users are uniformly distributed
over the network with the distance at most 100 m from
the MBS. The simulation results are averaged over 5000
time slots. The important simulation parameters are listed
in Table I.

We first verify the theoretical results obtained in Lemma 2
for our proposed NOMA-based MEC scheme.

In Fig. 2, we investigate the impact of the control param-
eter V on the power consumption of MDs, execution delay,
and the average queue buffer length per user for the afore-
mentioned scenarios. According to Fig. 2, it can be obviously
observed that there exists a [O(1/V), O(V)] tradeoff among
average power consumption and average queue length attained

via adjusting parameter V . Fig. 2(a) shows that, by increment
parameter V, the average power consumption is decreased and
converges to Popt when V goes to infinity. Meanwhile, based
on the results in Fig. 2(b) and (c), the average queue length
and execution delay are linearly increased by V and becomes
unlimited without restrictions, when V goes to infinity. These
results verify the first and the second parts of Lemma 2 that the
average power consumption follows O(1/V) [see Fig. 2(a)],
while the average queue length and the execution delay follow
O(V) [see Fig. 2(b) and (c)] asymptotically. The interesting
point is that when V is smaller than 107, the power consump-
tion decreases rapidly with V, while the average queue length
and the execution delay increase approximately linearly with
V . More precisely, by increasing V, users can enjoy more

Authorized licensed use limited to: Ryerson University Library. Downloaded on June 22,2020 at 14:38:00 UTC from IEEE Xplore.  Restrictions apply. 



2772 IEEE INTERNET OF THINGS JOURNAL, VOL. 7, NO. 4, APRIL 2020

Fig. 4. Sum queue length versus time slots of the proposed model for different values of N and θmax
i .

Fig. 5. Power consumption of MDs versus the average execution delay for
different values of V, θmax

i , and N for the proposed NOMA-based partial
offloading.

power saving, meanwhile, it only endures linear increasing in
delay.

On the other hand, according to (21), increment in V leads
to an approximately linear increase in the execution delay and
the average queue buffer length of MDs as seen in Fig. 2. The
above results demonstrate that selecting a proper parameter V
is critical in order to balance two objective functions in our
network model, i.e., power consumption and execution delay.
In Fig. 2, the merits of NOMA and partial offloading can be
easily explored when compared to other scenarios. As can be
seen, the partial offloading with the NOMA access displays a
better performance in comparison to the full offloading with
the OMA (especially OFDMA) in terms of the delay execution

Fig. 6. Power consumption of MDs versus the average execution delay for
different scenarios with the NOMA and OMA cases.

and the power consumption. For instance, for V = 4.1× 107,
the power consumption of the proposed model is reduced
about 15%, 60%, 65%, and 75%, and for the delay in receiv-
ing the desired service, we have 25%, 50%, 60%, and 90%
reduction for our scheme in comparison with the other cases
in Fig. 2.

In order to evaluate the feasibility of the proposed algorithm,
we conducted simulations ten times to verify the convergence
or stability of our model. For this purpose, we investigated
the average buffer queue length on the users side versus time
slots, in Fig. 3. Deploying three different values of parameter
V (i.e., 107, 3 × 107, and 5 × 107 bits2 × W−1), we con-
sidered the average buffer queue length for the three cases,
namely, NOMA-based partial offloading, OMA-based partial
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Fig. 7. Power consumption and execution delay of MDs versus the number of MDs for different values of the network’s bandwidth.

offloading, and local computing. As can be seen, the average
buffer queue length initially increases and stabilizes at a con-
stant level. This implicates the satisfaction of the buffer queue
stability constraint specified in C3 of P1. In addition, the aver-
age queue length in the proposed model is less than the OMA
counterpart. In other words, the proposed model will be stable
at a lower level of average queue length when compared to
other cases. For instance, for V = 3× 107, the average queue
length in the proposed model, OMA-based partial offloading,
and local computing reach their stabilities in 7.5, 12, and
50 kb, respectively. This validates that the proposed model out-
performs other scenarios, and users requests are performed by
less delay. It is clear that by increasing the control parameter
V, the average value of queue length is increased at different
schemes. This leads to decreasing of the power consumption
at the user side with higher cost. This cost consists of the
increment of the queue length which consequently makes the
user request processing to be delayed. By controlling param-
eter V, the user is able to have a tradeoff between execution
delay and power consumption.

The impact of N and θmax
i on the convergence time is

investigated for the proposed algorithm by following the sum
queue length of the task buffer of users by different values of
N and θmax

i , in Fig. 4. We maintained the total computation
arrival rate of the task in the MEC server in a fixed value (i.e.,∑N

i=1 λi = 18 kb). It is seen that by variation of the channel
state, the sum of the queue length of the users is incremental at
the beginning and, finally, it is stabilized at a specified level. As
can be seen, by increasing the number of users, the sum of the
queue length is stabilized in a higher time slot and levels. For
instance, if N is set to 10 and 20, the sum of the queue length
is stabilized after about 250 and 500 time slots, respectively.

Fig. 5 illustrates the relation between the average power con-
sumption and the average execution delay for different values
of V and θmax

i and for N = 4, 6. It can be observed that any
increase in the number of users and θmax

i leads to an increase
in the average delay rate and the power consumption as well.
Clearly, the average consumed power of the network gets

higher when the number of MDs increases. However, increas-
ing θmax

i makes the queue buffer in the user side needs more
time for getting depleted by considering a large amount of
input data. In addition, it is concluded that more power should
be consumed for the local computing and full offloading of the
computational tasks to the MEC server.

Fig. 6 compares the power consumption versus the average
execution delay of the proposed NOMA-based partial com-
putation offloading scheme with the aforementioned scenarios
with the NOMA and OMA cases and for different values of V .
According to this figure, by increasing the controlling param-
eter V, the power consumption of all investigated schemes
are reduced. For the proposed NOMA-based partial offloading
scheme, this result comes from the fact that due to the increase
in V, in terms of the objective function defined in problem P3,
the weight of the power function increases. On the other hand,
according to (22) and for large values of V, the average queue
buffer length increases that leads to an increase in the execu-
tion delay. In addition, comparing the proposed NOMA-based
model with the case when users employ the OFDMA proto-
col, the proposed scheme has a better performance in terms of
the power consumption and execution delays. Thus, according
to the results in Fig. 6, the advantage of the proposed hybrid
processing algorithm is quite clear.

Eventually, in Fig. 7, the power consumption and average
execution delay of all users are represented by the number
of MDs in the network for different values of the network’s
bandwidth. In this figure, as expected, there is an increase
in the power consumption and average execution delay by
increasing the number of users and also reducing the network’s
bandwidth. The main reason is that by considering the limita-
tion of resources, such as bandwidth, and due to the increased
interference of the network, the data transmission rate to the
MEC server is reduced and hence the buffer needs more time
to discharge, which will increase the processing delay. In addi-
tion, MDs should consume more powers for offloading their
computational tasks to the MEC server. However, by increas-
ing the bandwidth, the data transmission rate gets higher, and
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then lower power is spent on the data offloading process to
the MEC server.

Remark 4: In order to clarify the issue of power–latency
tradeoff in our system model, we should note that the objec-
tive function in problem P2, i.e., VP(t) −∑i∈N Qi(t)θ�

i (t)
combines the weight of the power consumption and the queue
stability constraint. According to the Little’s law [48] and
using (17), the average execution delay imposed by each user
is calculated by

∑
i∈N Q̄i/

∑
i∈N λi (time slots). This implies

that the average execution delay is proportional to the average
queue lengths of the task buffer in each device. Accordingly,
the average sum queue length of the task buffers for each
MD is used as a measurement of the execution delay, which
can be obtained as Q̄i = limT→∞(1/T)[

∑T−1
t=0 Qi(t)] ∀i ∈ N .

On the other hand, the results in Fig. 6 directly points out of
the power–delay tradeoff through the illustration of the power
consumption in terms of the execution delay for different val-
ues of the parameter V and for the NOMA and OMA cases.
As shown in Fig. 6, with increasing the control parameter V,

the power consumption decreases, while the network latency
is increased and vice-versa.

V. CONCLUSION

In this article, we studied the problem of NOMA-based
MEC based on the queuing theory where it was assumed that
each device of the network had the buffer and the computa-
tional tasks generated at various time slots and placed in the
queue buffer of each device. We assumed that the users’ could
employ two approaches to compute their tasks, i.e., the local
computing and computing on the edge server. The main goal
of this article was to minimize the average power consumption
of the whole network’s users to perform these computations
with a buffer stability condition. Toward this goal, we modeled
the problem in the form of a stochastic optimization problem
and used the Lyapunov method to achieve a dynamic power–
latency tradeoff for MEC offloading in such a network. We
divided the objective function into two parts, i.e., the local
computing and partial offloading computation tasks on the
edge server. It was demonstrated that the problem in the server
side has a nonconvex form, so we employed the SCA method
to solve the problem. We showed that our simulation results
for the proposed NOMA-based partial offloading scheme dis-
plays a better performance compared to the previous works in
terms of the average power consumption, execution delay, and
the average sum queue length of the task buffers for each MD.

REFERENCES

[1] W. Z. Khan, E. Ahmed, S. Hakak, I. Yaqoob, and A. Ahmed, “Edge com-
puting: A survey,” Future Gener. Comput. Syst., vol. 97, pp. 219–235,
Aug. 2019.

[2] F. Wang, J. Xu, X. Wang, and S. Cui, “Joint offloading and comput-
ing optimization in wireless powered mobile-edge computing systems,”
IEEE Trans. Wireless Commun., vol. 17, no. 3, pp. 1784–1797,
Mar. 2018.

[3] W. Shi, J. Cao, Q. Zhang, Y. Li, and L. Xu, “Edge computing: Vision
and challenges,” IEEE Internet Things J., vol. 3, no. 5, pp. 637–646,
Oct. 2016.

[4] J. Zhang, W. Xia, F. Yan, and L. Shen, “Joint computation offloading and
resource allocation optimization in heterogeneous networks with mobile
edge computing,” IEEE Access, vol. 6, pp. 19324–19337, 2018.

[5] T. X. Tran and D. Pompili, “Joint task offloading and resource allocation
for multi-server mobile-edge computing networks,” IEEE Trans. Veh.
Technol., vol. 68, no. 1, pp. 856–868, Jan. 2019.

[6] M. Chen and Y. Hao, “Task offloading for mobile edge computing in
software defined ultra-dense network,” IEEE J. Sel. Areas Commun.,
vol. 36, no. 3, pp. 587–597, Mar. 2018.

[7] J. Zhang et al., “Energy-latency tradeoff for energy-aware offloading
in mobile edge computing networks,” IEEE Internet Things J., vol. 5,
no. 4, pp. 2633–2645, Aug. 2018.

[8] F. Cicirelli et al., “Edge computing and social Internet of Things for
large-scale smart environments development,” IEEE Internet Things J.,
vol. 5, no. 4, pp. 2557–2571, Aug. 2018.

[9] N. Abbas, Y. Zhang, A. Taherkordi, and T. Skeie, “Mobile edge com-
puting: A survey,” IEEE Internet Things J., vol. 5, no. 1, pp. 450–465,
Feb. 2018.

[10] N. Nouri, J. Abouei, M. Jaseemuddin, and A. Anpalagan, “Joint access
and resource allocation in ultra-dense mmwave NOMA networks with
mobile edge computing,” IEEE Internet Things J., to be published.

[11] S. Barbarossa, S. Sardellitti, and P. Di Lorenzo, “Computation offloading
for mobile cloud computing based on wide cross-layer optimization,” in
Proc. Future Netw. Mobile Summit (FutureNetworkSummit), Jul. 2013,
pp. 1–10.

[12] X. Chen, “Decentralized computation offloading game for mobile
cloud computing,” IEEE Trans. Parallel Distrib. Syst., vol. 26, no. 4,
pp. 974–983, Apr. 2015.

[13] W. Hao and S. Yang, “Small cell cluster-based resource allocation
for wireless backhaul in two-tier heterogeneous networks with mas-
sive MIMO,” IEEE Trans. Veh. Technol., vol. 67, no. 1, pp. 509–523,
Jan. 2018.

[14] S. Sardellitti, G. Scutari, and S. Barbarossa, “Joint optimization of
radio and computational resources for multicell mobile-edge comput-
ing,” IEEE Trans. Signal Inf. Process. Netw., vol. 1, no. 2, pp. 89–103,
Jun. 2015.

[15] Y. Mao, J. Zhang, S. H. Song, and K. B. Letaief, “Stochastic joint
radio and computational resource management for multi-user mobile-
edge computing systems,” IEEE Trans. Wireless Commun., vol. 16, no. 9,
pp. 5994–6009, Sep. 2017.

[16] C. You, K. Huang, H. Chae, and B.-H. Kim, “Energy-efficient
resource allocation for mobile-edge computation offloading,” IEEE
Trans. Wireless Commun., vol. 16, no. 3, pp. 1397–1411, Mar. 2017.

[17] C. Wang, C. Liang, F. R. Yu, Q. Chen, and L. Tang, “Computation
offloading and resource allocation in wireless cellular networks with
mobile edge computing,” IEEE Trans. Wireless Commun., vol. 16, no. 8,
pp. 4924–4938, Aug. 2017.

[18] X. Chen, L. Jiao, W. Li, and X. Fu, “Efficient multi-user computation
offloading for mobile-edge cloud computing,” IEEE/ACM Trans. Netw.,
vol. 24, no. 5, pp. 2795–2808, Oct. 2016.

[19] S. Bi and Y. J. Zhang, “Computation rate maximization for wireless pow-
ered mobile-edge computing with binary computation offloading,” IEEE
Trans. Wireless Commun., vol. 17, no. 6, pp. 4177–4190, Jun. 2018.

[20] X. Hu, K.-K. Wong, and K. Yang, “Wireless powered cooperation-
assisted mobile edge computing,” IEEE Trans. Wireless Commun.,
vol. 17, no. 4, pp. 2375–2388, Apr. 2018.

[21] Z. Ding, X. Lei, G. K. Karagiannidis, R. Schober, J. Yuan, and
V. K. Bhargava, “A survey on non-orthogonal multiple access for 5G
networks: Research challenges and future trends,” IEEE J. Sel. Areas
Commun., vol. 35, no. 10, pp. 2181–2195, Oct. 2017.

[22] L. Dai, B. Wang, Z. Ding, Z. Wang, S. Chen, and L. Hanzo, “A survey of
non-orthogonal multiple access for 5G,” IEEE Commun. Surveys Tuts.,
vol. 20, no. 3, pp. 2294–2323, 3rd Quart., 2018.

[23] X. Chen, Z. Zhang, C. Zhong, and D. W. K. Ng, “Exploiting multiple-
antenna techniques for non-orthogonal multiple access,” IEEE J. Sel.
Areas Commun., vol. 35, no. 10, pp. 2207–2220, Oct. 2017.

[24] M. Mohseni, R. Zhang, and J. M. Cioffi, “Optimized transmission for
fading multiple-access and broadcast channels with multiple antennas,”
IEEE J. Sel. Areas Commun., vol. 24, no. 8, pp. 1627–1639, Aug. 2006.

[25] D. Tse and P. Viswanath, Fundamentals of Wireless Communication.
Cambridge, U.K.: Cambridge Univ. Press, 2005.

[26] F. Wang, J. Xu, and Z. Ding, “Multi-antenna NOMA for computation
offloading in multiuser mobile edge computing systems,” IEEE Trans.
Commun., vol. 67, no. 3, pp. 2450–2463, Mar. 2018.

[27] A. Kiani and N. Ansari, “Edge computing aware NOMA for 5G
networks,” IEEE Internet Things J., vol. 5, no. 2, pp. 1299–1306,
Apr. 2018.

[28] Z. Ding, J. Xu, O. A. Dobre, and H. V. Poor, “Joint power and time allo-
cation for NOMA-MEC offloading,” IEEE Trans. Veh. Technol., vol. 68,
no. 6, pp. 6207–6211, Jun. 2019.

Authorized licensed use limited to: Ryerson University Library. Downloaded on June 22,2020 at 14:38:00 UTC from IEEE Xplore.  Restrictions apply. 



NOURI et al.: DYNAMIC POWER–LATENCY TRADEOFF FOR MOBILE EDGE COMPUTATION OFFLOADING IN NOMA-BASED NETWORKS 2775

[29] Z. Ding, P. Fan, and H. V. Poor, “Impact of non-orthogonal multiple
access on the offloading of mobile edge computing,” IEEE Trans.
Commun., vol. 67, no. 1, pp. 375–390, Jan. 2018.

[30] F. Wang, J. Xu, and Z. Ding, “Optimized multiuser computation offload-
ing with multi-antenna NOMA,” in Proc. IEEE GLOBECOM Workshops
(GC Wkshps), 2017, pp. 1–7.

[31] Y. Kim, J. Kwak, and S. Chong, “Dual-side optimization for cost-delay
tradeoff in mobile edge computing,” IEEE Trans. Veh. Technol., vol. 67,
no. 2, pp. 1765–1781, Feb. 2017.

[32] Y. Pan, M. Chen, Z. Yang, N. Huang, and M. Shikh-Bahaei, “Energy-
efficient NOMA-based mobile edge computing offloading,” IEEE
Commun. Lett., vol. 23, no. 2, pp. 310–313, Feb. 2019.

[33] A. P. Miettinen and J. K. Nurminen, “Energy efficiency of mobile clients
in cloud computing,” in Proc. USENIX Conf. Hot Topics Cloud Comput.
(HotCloud), Jun. 2010, pp. 1–7.

[34] W. Zhang, Y. Wen, K. Guan, D. Kilper, H. Luo, and D. O. Wu,
“Energy-optimal mobile cloud computing under stochastic wireless
channel,” IEEE Trans. Wireless Commun., vol. 12, no. 9, pp. 4569–4581,
Sep. 2013.

[35] J. Abouei, A. Bayesteh, and A. K. Khandani, “On the delay-throughput
tradeoff in distributed wireless networks,” IEEE Trans. Inf. Theory,
vol. 58, no. 4, pp. 2159–2174, Apr. 2012.

[36] J. Abouei, M. Ebrahimi, and A. K. Khandani, “A new decentralized
power allocation strategy in single-hop wireless networks,” in Proc.
IEEE Conf. Inf. Sci. Syst. (CISS), Mar. 2007, pp. 288–293.

[37] J. Abouei, A. Bayesteh, and A. K. Khandani, “Delay-throughput analysis
in decentralized single-hop wireless networks,” in Proc. IEEE Int. Symp.
Inf. Theory (ISIT), Jun. 2007, pp. 1401–1405.

[38] Z. Jiang and S. Mao, “Energy delay tradeoff in cloud offloading for
multi-core mobile devices,” IEEE Access, vol. 3, pp. 2306–2316, 2015.

[39] W. Fang, Y. Li, H. Zhang, N. Xiong, J. Lai, and A. V. Vasilakos, “On
the throughput-energy tradeoff for data transmission between cloud and
mobile devices,” Inf. Sci., vol. 283, pp. 79–93, Nov. 2014.

[40] M. J. Neely, “Stochastic network optimization with application to com-
munication and queueing systems,” Synth. Lectures Commun. Netw.,
vol. 3, no. 1, pp. 1–211, Sep. 2010.

[41] T. Amin, I. Chikalov, M. Moshkov, and B. Zielosko, “Dynamic pro-
gramming approach to optimization of approximate decision rules,” Inf.
Sci., vol. 221, pp. 403–418, Feb. 2013.

[42] X. Xu, L. Zuo, and Z. Huang, “Reinforcement learning algorithms with
function approximation: Recent advances and applications,” Inf. Sci.,
vol. 261, pp. 1–31, Mar. 2014.

[43] R. Urgaonkar, B. Urgaonkar, M. J. Neely, and A. Sivasubramaniam,
“Optimal power cost management using stored energy in data centers,”
in Proc. ACM SIGMETRICS Joint Int. Conf. Meas. Model. Comput.
Syst., 2011, pp. 221–232.

[44] M.-R. Ra, J. Paek, A. B. Sharma, R. Govindan, M. H. Krieger, and
M. J. Neely, “Energy-delay tradeoffs in smartphone applications,” in
Proc. 8th Int. Conf. Mobile Syst. Appl. Services, 2010, pp. 255–270.

[45] P. Shu et al., “eTime: Energy-efficient transmission between cloud and
mobile devices,” in Proc. IEEE INFOCOM, 2013, pp. 195–199.

[46] F. Liu, Z. Zhou, H. Jin, B. Li, B. Li, and H. Jiang, “On arbitrating
the power-performance tradeoff in SaaS clouds,” IEEE Trans. Parallel
Distrib. Syst., vol. 25, no. 10, pp. 2648–2658, Nov. 2013.

[47] G. Scutari, F. Facchinei, L. Lampariello, and P. Song, “Parallel and
distributed methods for nonconvex optimization—Part I: Theory,” IEEE
Trans. Signal Process., vol. 65, no. 8, pp. 1929–1944, Apr. 2017.

[48] S. M. Ross, Introduction to Probability Models. Amsterdam,
The Netherlands: Academic, 2014.

[49] X. Zhang, Y. Zhong, P. Liu, F. Zhou, and Y. Wang, “Resource alloca-
tion for a UAV-enabled mobile-edge computing system: Computation
efficiency maximization,” IEEE Access, vol. 7, pp. 113345–113354,
2019.

Nima Nouri (S’17) received the B.Sc. degree
in communication engineering from the Shahid
Bahonar University of Kerman, Kerman, Iran, in
2014, and the M.Sc. degree in communication
systems engineering from Yazd University, Yazd,
Iran, in 2017.

Since 2017, he has been a Research Assistant
with the WINEL group, Yazd University. His
main research interests include Internet of
Things, 5G communication systems, edge/fog
computing, resource allocation, and nonconvex
optimization.

Ahmadreza Entezari (S’16) received the B.Sc.
and M.Sc. degrees in electrical engineering from
Yazd University, Yazd, Iran, in 2014 and 2017,
respectively.

Since 2017, he has been a Research Assistant
with the Wireless Networking Laboratory, Yazd
University. His main research interests are in the
area of detection theory and wireless communication
focused on cellular networks.

Jamshid Abouei (S’05–M’11–SM’13) received the
B.Sc. degree in electronics engineering and the
M.Sc. degree (with Highest Hons.) in communica-
tion systems engineering from the Isfahan University
of Technology, Isfahan, Iran, in 1993 and 1996,
respectively, and the Ph.D. degree in electrical engi-
neering from the University of Waterloo, Waterloo,
ON, Canada, in 2009.

He joined with the Department of Electrical
Engineering, Yazd University, Yazd, Iran, in 1996,
as a Lecturer, and he was promoted to an Assistant

Professor in 2010, and an Associate Professor in 2015. From 1998 to
2004, he served as the Technical Advisor and the Design Engineer with the
Research and Development Center and Cable Design Department with Shahid
Ghandi Communication Cable, Tehran, Iran. From 2009 to 2010, he was a
Postdoctoral Fellow with the Multimedia Laboratory, Department of Electrical
and Computer Engineering, University of Toronto, Toronto, ON, Canada, and
worked as a Research Fellow with the Self-Powered Sensor Networks (ORF-
SPSN) consortium. During his sabbatical, he was an Associate Researcher
with the Department of Electrical, Computer and Biomedical Engineering,
Ryerson University, Toronto. He currently directs the Research Group with
the Wireless Networking Laboratory, Yazd University. His research interests
are in the next generation of wireless networks (5G) and wireless sensor
networks, with a particular emphasis on PHY/MAC layer designs, including
the energy efficiency and optimal resource allocation in cognitive cell-free
massive MIMO networks, multiuser information theory, mobile edge comput-
ing, and femtocaching.

Dr. Abouei is a recipient of the Best Paper Award for the IEEE Iranian
Conference on Electrical Engineering in 2018. He has received several
awards and scholarships, including the FOE and the IGSA Awards for excel-
lence in research in University of Waterloo, the MSRT Ph.D. Scholarship
from the Ministry of Science, Research and Technology, Iran, in 2004,
the Distinguished Researcher Award in province of Yazd, in 2011, and the
Distinguished Researcher Award in Electrical Engineering Department, Yazd
University in 2013. He was the International Relations Chair at the 27th
ICEE2019 Conference, Iran, in 2019. He is a member of the IEEE Information
Theory Society.

Authorized licensed use limited to: Ryerson University Library. Downloaded on June 22,2020 at 14:38:00 UTC from IEEE Xplore.  Restrictions apply. 



2776 IEEE INTERNET OF THINGS JOURNAL, VOL. 7, NO. 4, APRIL 2020

Muhammad Jaseemuddin (M’98) received the
B.E. degree from NED University, Karachi,
Pakistan, the M.S. degree from the University
of Texas at Arlington, Arlington, TX, USA, and
the Ph.D. degree from the University of Toronto,
Toronto, ON, Canada.

He worked in Advanced IP Group and Wireless
Technology Laboratory, Nortel Networks, Ottawa,
ON, Canada. He is a Professor and the Program
Director of Computer Networks Program, Ryerson
University, Toronto. His research interests include

network automation, caching in 5G and ICN networks, context-aware mobile
middleware and mobile cloud, localization, power-aware MAC and routing for
sensor networks, heterogeneous wireless networks, and IP routing and traffic
engineering.

Alagan Anpalagan (S’98–M’01–SM’04) received
the B.A.Sc., M.A.Sc., and Ph.D. degrees in electrical
engineering from the University of Toronto, Toronto,
ON, Canada.

He joined the ELCE Department, Ryerson
University, Toronto, in 2001, and he was pro-
moted as a Full Professor in 2010. He served
the department in administrative positions as the
Associate Chair, the Program Director for Electrical
Engineering, and the Graduate Program Director.
During his sabbatical, he was a Visiting Professor

with the Asian Institute of Technology, Khlong Nueng, Thailand, and a
Visiting Researcher with Kyoto University, Kyoto, Japan. His industrial expe-
rience includes working for three years with Bell Mobility, Mississauga, ON,
Canada, Nortel Networks, Ottawa, ON, Canada, and IBM, Armonk, NY, USA.
He directs a Research Group working on radio resource management and
radio access and networking areas within the WINCORE Laboratory, Ryerson
University, Toronto. He has coauthored 4 edited books and 2 books in wire-
less communication and networking areas.

Dr. Anpalagan was a recipient of the IEEE Canada J.M. Ham Outstanding
Engineering Educator Award in 2018, the YSGS Outstanding Contribution to
Graduate Education Award in 2017, the Deans Teaching Award in 2011, the
Faculty Scholastic, Research and Creativity Award thrice from the Ryerson
University, the IEEE M.B. Broughton Central Canada Service Award in 2016,
the Exemplary Editor Award from IEEE ComSoc in 2013, an Editor-in-
Chief Top10 Choice Award in Transactions on Emerging Telecommunications
Technology in 2012, and the IEEE SPS Young Author Best Paper Award
in 2015 for his coauthored paper. He served as an Editor for the IEEE
COMMUNICATIONS SURVEYS AND TUTORIALS from 2012 to 2014, IEEE
COMMUNICATIONS LETTERS from 2010 to 2013, and the EURASIP Journal
of Wireless Communications and Networking from 2004 to 2009. He also
served as the Guest Editor for six special issues published in IEEE, IET,
and ACM. He served as the the TPC Co-Chair for the IEEE VTC Fall in
2017, The TPC Co-Chair, IEEE INFOCOM’16: Workshop on Green and
Sustainable Networking and Computing, IEEE Globecom15: SAC Green
Communication and Computing, IEEE PIMRC’11: Cognitive Radio and
Spectrum Management. He served as the Vice Chair, IEEE SIG on Green
and Sustainable Networking and Computing with Cognition and Cooperation
from 2015 to 2018, IEEE Canada Central Area Chair from 2012 to 2014,
IEEE Toronto Section Chair from 2006 to 2007, ComSoc Toronto Chapter
Chair from 2004 to 2005, and IEEE Canada Professional Activities Committee
Chair from 2009 to 2011. He is a Registered Professional Engineer in the
province of Ontario, Canada, and a fellow of the Institution of Engineering
and Technology and the Engineering Institute of Canada.

Authorized licensed use limited to: Ryerson University Library. Downloaded on June 22,2020 at 14:38:00 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


