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Abstract—In this paper, we present a multiple imputations par-
ticle filter (MIPF) to deal with non-linear state estimation when
part of the observations are missing. The MIPF uses randomly
drawn values called imputations to provide a replacement for the
missing data and then uses the particle filter to estimate non-linear
state with the data. Unlike the existing techniques, we do not as-
sume a linear system and also take into account the time-varying
transition matrix when accounting for missing data. We present
the convergence analysis of the MIPF and show that it is almost
surely convergent. We present examples with a non-linear time-
varying model, which demonstrate that the MIPF can effectively
deal with missing data in nonlinear problems. Comparison with
existing techniques further validates the improvement offered by
the proposed MIPF.

Index Terms—Particle filter, missing data, imputations, non-
linear state estimation, multiple imputations particle filter.

I. INTRODUCTION

ON-LINEAR state estimation deals with estimation of

input states, provided a measurement sequence from
a sensor with the unknown input sequence. The observation
and/or state transition matrices represent how the input and
output sequences evolve with time are non-linear. Theoreti-
cally, the optimal non-linear filter for state estimation may be
generated by the use of Bayesian techniques, whose main idea
is to estimate the probability density function of the nonlinear
state on the basis of the given observations.

Analytical approximations of the optimal nonlinear method
include the extended Kalman filter (EKF) [1], the sigma point
Kalman filter (SPKF) [2], etc. EKF is based on first order expan-
sion of the non-linearities and approximates system state distri-
bution and noise densities by Gaussian random variables [3]. It
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is known to be effective for systems that are linear or near linear
but has poor robustness [4] and fails to give good estimates if
the system is not approximated well by a localized lineariza-
tion. SPKF also estimates state distribution by Gaussian random
variables, but is based on deterministic sampling approach and
uses a set of deterministically chosen weighted sample points;
it is able to achieve accuracy obtained by second or third order
Taylor Series expansion [3]. Its computational complexity is of
the same order as the EKF and its implementation is easier com-
pared to the EKF. Particle filter (PF) [5]-[7] solves the esti-
mation problem numerically and is useful for non-linear non-
Gaussian state-space models that can not be solved using ana-
lytic means.

In addition, data from multiple sensors may be used in non-
linear state estimation problems so as to complement the data
of one sensor by the data of the other sensor. This allows to
extract the maximum amount of information about the environ-
ment that is being sensed, e.g., radar measurements from in-
dividual sensors are integrated in the fusion center to obtain a
global surveillance picture. EKF and PF have been used for data
fusion, a couple of relevant references are [8] and [9].

Missing data arises in many practical applications involving
single or multiple sensors due to, e.g., hardware power limi-
tations, unreliable channel, sensor failure, low signal-to-noise
ratio, data loss, expensive acquisition equipment, limited
storage space for data, etc. The above mentioned standard ap-
proaches for state estimation can not be used in such a situation
without modifications. Some references where this issue has
been addressed are described in the following.

One approach is to use a PF based on compressive sensing
[14] to deal with missing data. However, this approach requires
measurement matrices that are either physically not realizable
or in case they are physically realizable, result in performance
degradation. It also requires that the states be sparse in a par-
ticular dictionary or transform, which may not always be pos-
sible and leads to performance degradation when such condi-
tions are not met. This approach is also susceptible to mismatch
errors [15].

Another possible approach is to use Expectation Maximiza-
tion (EM) algorithm [16], [17] that provides an iterative way to
minimize the likelihood function of incomplete data. This algo-
rithm is applied to resolve missing data in [18]. It ignores the
state dynamics.
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A few other references deal with missing data problem in
the context of data fusion. In [10], optimal fusion of measure-
ments obtained from two sensors that suffer from missing data
is described. In [11]-[13], missing data problem is described
to solve asynchronous fusion problem. This problem arises in
case where the scanning process of different sensors may not be
synchronized and have different measurement rates. Thus data
fusion can be seen as handling missing data in case where one
data set is available at a higher rate and the other one at a lower
rate. In [11], an EKF is formulated with a time-varying transi-
tion matrix for carrying out asynchronous data fusion for a radar
network; it does not deal explicitly with missing data. In [12],
Kalman filter based fusion of asynchronous data fusion is car-
ried out for linear systems in the absence of data. In [13], asyn-
chronous multi-sensor fusion for non-linear systems in case of
missing data is described using SPKF. In [12] and [13], when
there are no missing data, fusion is carried out normally. In the
presence of missing data, the main idea of these references is to
use the previous state and error covariance estimates.

Another approach for non-linear state estimation with
missing data is to use a multiple imputations particle filter
(MIPF) technique that consists of replacing missing data with
multiple imputations, i.e., randomly drawn values, to form
multiple complete data sets. Multiple imputation method is
based on the Bayesian framework that allows to simulate the
posterior distribution of missing values by imputing each data
with several values according to one or more estimation models.
This technique was used in [19] and [20] to deal with multi-rate
data arising in case of asynchronous fusion. However, these
references did not explicitly deal with missing data problem
and did not analyze the convergence of the solution obtained by
MIPF, which is necessary to show that it is able to estimate the
states correctly from missing data. In [21], we presented some
preliminary convergence and experimental results relating to
MIPF.

In this paper, we propose MIPF for non-linear state estima-
tion problem in case of missing data and present convergence
analysis of MIPF. We extend results in [22] and show that MIPF
is almost surely convergent. We further present an example
using the state and system equations for the non-stationary
growth model from [6] that shows the usefulness of MIPF
in dealing with missing data in nonlinear problems. We also
compare MIPF with various existing techniques and show its
superior performance compared to these algorithms.

Our earlier work [19], did not present any convergence anal-
ysis. In our later work [21], we presented a preliminary conver-
gence analysis. In addition, we did not compare the performance
of our method with other existing methods. Results were com-
pared only to a PF with complete data. In this paper, besides pre-
senting a detailed convergence analysis, we compare the perfor-
mance of MIPF with EKF, SPKF and EM algorithm followed by
application of PF. Unlike our work in [21] where only 10% and
20% missing data were considered, we show the dependency of
performance of MIPF on a range of missing samples varying
till 50%. We also show the dependency of the performance of
MIPF on the number of imputations.

This paper is organized as follows: Section II formulates the
problem and Section III reviews particle filters and multiple im-
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putations. MIPF algorithm is presented in Section IV, whereas
Section V carries out convergence analysis of the algorithm.
Section VI applies the algorithm for non-linear state estimation
and compares performance with respect to several existing al-
gorithms. Finally, Section VII concludes the paper.

NOTATION

o state transition equation at discrete time ¢

W, measurement transformation of observer 7

¢ imputation proposal function

u imputed data set 5 at time ¢

K number of observers

M total number of imputations

t discrete time index, t € N

N total number of particles

Ry indicates if data from observer k at time
t is missing

R, missing data indicator vector

Uk noisy observation of the state by observer
k at time ¢

Uy noisy observations of the state by all
observers at time ¢

wi weighting coefficient of particle ¢ at time ¢

wf’i weighting coefficient of proposal function
approximation particle ¢ at time ¢ using
imputation j

X hidden state of the system at time ¢

X} ith particle at time ¢

Xtﬂ ith particle at time £ using imputation

Y; all available observations at time ¢

Yo all available observations from time 0 to
time ¢

y all missing observations at time ¢

Zi jth imputation at time ¢

m(X:|XE,,Yos) importance function

II. PROBLEM FORMULATION

Consider a time-varying stochastic system with X; denoting
the state at time instance £. X; behaves according to a non-ho-
mogenous Markov chain with transition probabilities described
by the following equation:

Xi = Sﬁt(XplaWt)» (n

W, is a random evolution noise, assumed to be independent
identically distributed (iid) stochastic process and ¢ is the non-
homogenous evolution transformation. Let the system be ob-
served by K sensors where the measurements are modeled as:

¢'1(Xt7 Vt.l) Ut71
Uy = : - :
VY (Xt, Vi k) U x

U, denotes the noisy observation of the state X; where V; 1, is an
i.i.dnoise process and %y, is the measurement transformation for

2
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sensor k. We denote the k-entry of the K -dimensional vector U
as Uy . At each time instance ¢, we consider the possibility that
some sensor observations may be missing. In order to handle
these missing observations, we introduce a random indicator
variable Ry, which corresponds to the observation U, j; this
variable indicates if observation U} is available or not.

R . — 1, observation is available from sensor & at time ¢
bk 0, observation is missing from sensor % at time ¢

Next, we define the missing information set Z; as the collec-
tion of observations UF at time instance ¢ for all observers k
= 1,..., K such that R; , = 0. Similarly, the available infor-
mation set Y; is the collection of Utk forall k =1,..., K such
that /£, ; = 1. It is assumed that the missing data mechanism
is independent of the missing observations given the available
observations:

P(Rt,klztayt) = P(Ry 1 |Y3) for all k. 3

This standard statistical assumption is known as missing at
random (MAR) [23]. Our objective is to obtain the poste-
riori probability density function of the state given all past
and present observations. We write this density function as
p(X:|Yy.) where Y., denotes all observations from the initial
time instance to time instance ¢.

III. PARTICLE FILTERS AND MULTIPLE IMPUTATIONS

A. Particle Filters

Consider K noisy observations of the state X; as introduced
in Section II. We assume that there is no missing information
and all K observations are available for processing at each time
instance ¢t. We wish to obtain the probability density function
of the state X; given all past and current observations Yy, i.c.,
p(X:|Yo.). We can express this density using known quantities
by the following set of equations:

p(Xi|Yo:-1) = /p(Xt|Xt—1)p(Xt—1|Y0:t—1)dXt—1 4)

p(Yi| Xe)p(X¢|Y0:1-1)
P(Y;|Yo.4—1)

P(Xy[You) = (%)
As noted in [24], (4) does not have a closed form solution in the
general case. The particle filter can be viewed as a technique that
performs stochastic integration on (4). The particle filter uses a
set of NV randomly drawn states, also known as particles, X} and
their corresponding weights w} where i indexes the particles at
each time instance ¢. These particles, {w!, X} }¥ |, discretize
the density p(X:|Yp.:) as follows:

N
P(Xi[You) ~ S wis (X, — X), ©)
i=1

where § denotes a dirac function. The particles are obtained in
a recursive manner. At each time instance ¢, the particles from
time instance £ — 1 are used in sampling from an importance
function 7 (X;| X3, Yo.¢):

X; ~m(Xy| Xk, You) for 1 <i < N,
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The particle weighting coefficient w! is obtained by the fol-
lowing calculation:
p(Ye| XD )p(X7|X] 1)

(X X5.0) Yo:r)

i
t—1

Note that in an application with missing data, the standard
particle filtering algorithm does not incorporate the response in-
formation R, ;, when performing the procedure and is not guar-
anteed to be stable. Thus, in the presence of missing data, the
particle filter can diverge or its performance can be severely
degraded.

B. Handling Missing Data With Multiple Imputations

Missing data can introduce bias into the statistical estima-
tion process and the existence and severity of the missing data
bias depends on the missing data mechanism. Unfortunately, the
structure of the missing data mechanism is almost never avail-
able for analysis. However, under the condition of MAR (3),
it can be shown that one does not need to know the structure
of the missing data mechanism. Consider K sensors that are all
observing the same hidden state X, we let Y denote the set of all
available observations from the sensors and Z denote the set of
all missing observations. Moreover, let R = [Ry, ..., Rx]T be
the K -dimensional indicator vector for the response of the sen-
sors. Note that this problem is not time dependent and there is
no state space model. We wish to compute the probability den-
sity p(X|Y, R), which can be written as:

p(X|Y,R) = / p(X|Y, Z, Rp(ZIY,R)dZ,  (7)

Using the condition of MAR as defined in (3), it can be shown
[23] that (7) reduces to:

pOXIYR) = [ p(XIY, Z)p(Z1Y)dZ.

Thus, we do not need to know the statistical structure of the
missing information mechanism. We can approximately com-
pute the density p{X|Y, R} by the Monte Carlo approximation:

M

1
p(X[Y) = lim > p(X|Y, Z)), )
M &

M—oo

where Z; ~ p(Z|Y') are the multiple imputations and M is the
number of imputations.

Note that multiple imputations do not use the past observa-
tions and the state transition equation in estimating the density
p(X|Y). This is significant since many real world problems are
well modeled by a Markov structure, which is dependant on the
past values to determine the present ones. Thus, in such appli-
cations, we expect that the performance of the multiple imputa-
tions will be degraded.

IV. MULTIPLE IMPUTATIONS PARTICLE FILTER

We present a new algorithm that resolves the mentioned defi-
ciencies in the particle filtering and multiple imputations algo-
rithms. This algorithm uses both the state and observation dy-
namics while accounting for the missing data.
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A. Approximation of the Imputing Function

The multiple imputations method draws imputations from the
missing data probability density p(Z;|Yy.:) as shown by (8).
However, in the context of a state space model with missing in-
formation, this density is unknown. In similar applications with
unknown missing data probability density, a common solution
is to draw the imputations using Markov Chain Monte Carlo
(MCMC) methods [17]. These MCMC methods are iterative in
nature and may not be applicable in some problem domains such
as real time systems. In this section, we present a new approach
to perform the imputation process by utilizing particle approxi-
mation techniques. The imputing probability density p(Z:|Y0.:)
can be written as:

p(ZtD/O:t) = /p(Zt|Xt)p(Xt|YO:t)dXt- ©)

Note that the filtering density p(X;|Yy.:) appears inside the in-
tegral; as we do not know this density, we are unable to sample
directly from p(Z;|Ys.:). However, (9) suggests the following
approximation:

First, find a discrete density p(X;|Yo.:) that approximates the
true filtering density reasonably well. Then using the relation-
ship given in (9), one can obtain the discrete density p(Z;| Yot ),
which will approximate the desired density p(Z;|Yy.: ). We write
the approximate filtering density 5{ X¢|Y5.+) using a particle ap-
proximation as follows:

N —~
= @i6(Xy — Xi ),

i=1

P(Xt/Yo:) (10
where the particle set {w?, X} 3N is obtained by performing
the particle filtering with no regard for missing data, as in
Section III-A. Substituting this approximation into (9) and
assuming p(Z,| X, ;) = p(¥3|X,,:), i.e., the missing data's pdf
is the same as that with observable data, we obtain the proposal
function ¢(Z;|Yo.+):
N o~
= Bip(Ze] X1,5)-

i=1

p(Zi|Yo.) = ¢(Z:|Yo:t)

B. MIPF Algorithm

First, we draw the random observations or imputations, from
a proposal function ¢:

Z] ~ §(Z|You) for j=1,..., M,

Note that we can write the filtering probability density
p(X:|Yy.:) as follows [25]:

P(X[You) = / (XlUoi 1 Yop(ZilYou)dZe (1)

By forming the imputed data sets 4/ = {Z7,Y;} and taking a
Monte Carlo approximation, we can write (11) as follows:

Zp (XilUo 1,24 )

Next, the algorithm performs particle filtering on each data set
U} to obtain an approximation as in (6):

N ..
= Z wi'y (X
i=1

p(X¢|You) » (12)

p(Xt‘UO:t—lvutj)

-x), a3
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where X7 is the ith particle for the jth imputation at time
instance ¢ and w] I s its weight. Finally, the algorithm com-
bines the multlple particle filtering results by substituting (13)
into (12) to obtain an approximation of the desired density as
follows:

p(X:[You)

l N .. ..
Z 3 wiis (Xt . Xt“> .
j=1i=1

V. MIPF CONVERGENCE ANALYSIS

Given the algorithm described in the previous section, an ob-
vious and critical question to ask is how the approximate distri-
bution p(X¢|Yy.:) obtained by the multiple imputations particle
filter is related to the true density. We begin by reformulating
the state space model and the multiple imputations particle filter.
We then follow by analyzing its convergence. This analysis ex-
tends results by Crisan et al. [22].

A. Probability Space Formulation

Let (Q2,F, P) be a probability space where 7 = B(R"*)
is the Borel set of R"=, the Borel set is the standard set of all
possible probability events on R"#. On this probability space
we define a vector-valued stochastic process X = {X;,t € N}
where n,, is the dimension of the state space of X . The process
X is Markov with initial distribution Xy ~ g and probability
transition kernel K (z¢|z:—1):

PO € AXiy = 10) = [ K(oo1)do A € BER™)
A

The process X can be viewed as hidden state that we wish to
obtain, for example in radar application this would be the true
object position. Moreover, we define a stochastic process W
= {Wi,t € N} where W, = {W},..., Wk} and W} is a
n-dimensional vector for 1 < i < k. The process W is condi-
tionally independent of X:

p(W, € B|X; =ay) = / g(wy|x;)dw,, B € B(Rn“'Xk)
B
(14)

We may think of the process W as k noisy observations of the
hidden markov process X, in our application these observa-
tions would represent all observations from multiple sensors.
We let the density of W conditional on X have the following
factorization

(15)

wt|th

ng wt|€1/t

We can think of this factorization as the statement that given an
array of k sensors, each sensor is independent of the other. Thus,
combining the statements (14) and (15) we have

POWi € C|X, = ) = / g(wijz)dwi, C € B(R™)
C

Consider the non-response vector-valued stochastic process R
= {R;,t € N} where R is a n,-dimensional vector. We let
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ri € (0,1) be indicator variables. We introduce the following
sets:

2= {wﬁlr; =0for0 <3< nw}
Yy = {wzlrz =1lfor0<i< 'n.w}

with a probability density
h(z|r0:,Y0:) = p(Zy € dz|Roy = rowt, You = Yout)

The density A represents our knowledge of the non-response
mechanism, later we will show that we can use that knowledge
to improve our knowledge of the underlying state X .

B. Multiple Imputations Particle Filter

Consider the following probability distributions of interest:

2 p(X; € dai|Y = yr,y ., Y5 = y;)
¥ = p(X,y € day| Yo = yo.t, Row = ro:t)

The probability density ¢; can be thought of as the posterior
probability density which combines the data from observations
and non-response while the family of probability densities 7;.;
describe the probability distribution of the state given only a
set of observations. For notational convenience, we write it as
Tyr = My s¢- We are interested in obtaining the density 1, so
that we can compute estimates such as MAP and MMSE. The
distributions ¥, and n; are related by the following expression:

Y = /nt\th(zt|y0:t)dzt (16)
Standard Bayesian filtering theory gives us the following
equation:

g(wt|l‘t)77t\t—1

Ly e e v —
e fg(wtp"t)nt\t—l

Substituting this expression into (16), we have

g(wt‘l't)ﬁt\tq

Wy = /h(zt|w0:t71>yt) <—f g(wtlfft)mtl) dzg  (17)

This equation cannot be generally solved except for very spe-
cific models such as linear Gaussian. Thus we resort to ap-
proximation strategies. Consider a set of values or particles dis-
tributed approximately according to 7;_1|¢—1, we sample al~
K (2|2} _4) as the standard bootstrap procedure. Thus, the par-
ticles are distributed approximately according to 7;;_; and we
have the following empirical distributions:

| X
N
Tje—1 = v Z‘;x;'
i=1

N
N _ is
U Zwt5m;
i=1

where

i g(wt\xi)
iy
> iz 9(welz})

]
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Now we wish to incorporate the additional knowledge of the
non-response. This can be done by substituting the empirical
distribution nt{v‘t into (16) in place of the true distribution 7;;.
Having done so, we get the Monte Carlo approximation

,¢,t]\7 = /hr(Zt‘wO:t—17yt)nmdzt

The integral above cannot be evaluated explicitly in general,
therefore, we again resort to an approximation scheme. For sim-
plicity, we apply a naive Monte Carlo procedure to approximate
the integral, let 27 ~ h(z|wo.s_1,y:) for 0 < j < M, then we
can write

Therefore, we have an approximation w,fv M {0 the desired prob-
ability density ¢/; in terms of two particle sets {w,,, a}}Y, and

C. Almost Sure Convergence of the MIPF

The integral expression (17) can be thought of a sequence
of three transformations whose overall result is taking a proba-
bility density ?; 1 to the next one in time +2;. We can write this
sequence of maps as 7,1 — 1;); — % where 1y, and 7y,
are intermediate distributions due to the particle filtering. We
wish to prove the convergence of this sequence of mappings. We
begin with an abstract argument and later show how it is related
to the algorithm at hand. Consider a metric space (F,d) and
let ay, bs, d; be sequences of continuous functions a;, b;,d; : E
— F indexed by £ € N. In addition, let

ltédtoatObt

where (¢ 0b)(x) = a(b{x)). Now, we introduce two, not neces-
sarily continuous, perturbation functions f* ¢V : E — E in
the following way: We assume that as N and M increase, ¢V
and f converge to the identity function respectively. We per-
turb /; using these two functions in the following way

N,M ‘
LM =fModioeN cayoc oby

Let eps and ey be a sequence of elements in the metric space
indexed by M and N, respectively and lete € E denote a single
element of E. We require that £, ¢ satisfy the following con-
ditions for all such sequences ez, en:

lim ey =e= lim N(ey)=e (18)
N— o0 N—oo
Jim ey =e= lim fMen)=e (19)

We need the following lemma from [22]:
Lemma I: Let ay, by, ke and ¢ be as defined above. Then if
¢V satisfies condition in (18), we have

lim k' =k,
N-—-oo

Moreover, kY satisfies

A}LmOO ey =e= A}gnoo EN(en) = Ki(e)
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then we can prove the following lemma:
Lemma 2: Letdy, a;, by and £, ¢ be as defined above, then
if conditions given in (18)—(19) are satisfied we have

) = li(e)

lim ey =e = hm fM( lim (d; o k:,fv)(eN
N—-oo N—oo

Let "M = fM o d, o kN where kN = ¢V o ay 0 ¢ o by and

ki = a; o b;. Then by Lemma 2, we know that

lim ey =e= hm EN(en) = ki(e)

N—oo

since d; is continuous,

lim kY (en) = ki(e) = lim (dy ok )(en) =
N0

N—oo

(dt (o] kt)(e)

Now set € = (d; o k¢)(e) and €y = limy oo (d; 0 k¥ )(en)
for all M then clearly, €,eps € F andlimps ., €37 = €. Using
the condition in (19), we have

lim ey =€= hm fu(en)=¢€
Moo
= T Jim (o K ex)

= (di o ke )(e) = Li(e)

Now we specialize this abstract discussion to the domain of mul-
tiple imputation particle filters. Consider the following defini-
tion of convergence: Let H be a Hilbert space with inner product
(,). A sequence {z:},x: € H is weakly convergent to g € H
if for every element f € H we have

tlip;:<lfa f> - <$07 f>
Let & = P"= be the space of probability measures with the
standard inner product, then E is a Hilbert space. We endow
this space with the topology of weak convergence as defined
above. Let v be an arbitrary probability measure and ¢ is any
continuous bounded function, then we define

wrer= ([ swleriand) [ steatul
v(dxy)

0i)s0) = [ ol K dafoe)(de )
Rne
Assuming K is feller, i.e., # — K(z,-) is continuous and the

function g is continuous, bounded and strictly positive, then
a¢, by can be shown to be continuous. Also, we define the func-

tion d; : P — Pme
di(v) é/ v{dz|ze, yo ) H{dz)
(di(v) / / p(e)v(dos|z, yo ) H (dz)
Rra ny

= (H,vy)

We assume d; to be a continuous operator, this is a reasonable
assumption since we can interpret that requirement as the fact
that adding or removing observers will influence the quality of
observation in a continuous manner (where the continuity is in
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the function space sense). Moreover, we define the perturbation
functions ¢ and M as

N
1
M

f}\/f — J\[ Z w,

where V; are i.i.d. random variables with common distribution
v. and W; arei.i.d. random variables with common distribution
v¢. We have the following lemma:

Lemma 3: 1f ¢ and fM are as defined above, then they sat-
isfy conditions (18)—(19) almost surely. If we consider the em-
pirical measure ¥, ", it is easy to see that

N,M y T b N.M N,M,  N,M
Py :fﬂjodtocvoatocvobt(%q ) =k, /(¢t71 )

Thus, we have the following theorem:

Theorem 1: Assuming the transition kernel K is feller and g
is bounded, continuous and strictly positive, then almost surely
™M is convergent to 1/; as follows:

lim lim oM '
N0 M—+00 Ve =
where the convergence is in the weak sense. Using the defini-
tions above we have
N N N N N/ N
U (¢ oagoc o bt)("?t—l\t—l) = k; (77t—1|t—1)

and if imy o nt]\i”til =n;_1)¢—1 thenlimpy 0 7715\\; = Ny

Also, we see that

W;T{M =(fModyo kiv)(nﬁum)

then by Lemmas 2 and 3 we have,

lim (fM

M—oo

lim (ds o ky) (1 1, 1)) = dg 0 ag 0 by = 9y
N—=oo
Subsequently, we can write

N,M
lim lim %, " = ;.
Nooo M—oo

VI. PERFORMANCE ANALYSIS

In this section, we analyze the performance of MIPF through
simulation results. We consider the state and observation equa-
tions given in the non-linear model used in [6] and utilize them
to generate data. The model in [6] is chosen as it is well known
and has been used in other existing literature such as [26]. We
remove a varying number of samples from these data randomly
and apply MIPF to estimate the non-linear state. We further
apply techniques in [12] and [13], as well as the EM algorithm
to get non-linear state estimation with missing data and compare
their performance to MIPF. We make a comparison of perfor-
mance by comparing the results obtained by all these methods.
In addition, we compare the results with those obtained using
a PF applied to the complete data. We present figures with one
set of simulation results as well as give results with root mean
square averaged over several iterations.
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Fig. 1. Simulation results with 10% missing data. The results with PF are without any missing data and are used as a benchmark. SPKF shows divergent behavior,
the results shown here with SPKF are the best results. (a) Results with MIPF. (b) Results with EKF. (¢) Results with SPKF. (d) Results with EM-PF.

A. Non-Linear Model

We use the following non-linear model that represents the
nonstationary growth model at Zth instance [6]:

x; =052, 1 + 252, 1/(1+2ai )
+8cos(1.2(t — 1)) + w;
y, = 22 /20 + v,

(20)
2D

The state evolves according to (20), whereas the observations
are made according to (21). The process and measurement noise
are considered to be Gaussian with mean 0 and variance of 10
and 1, respectively, i.e., wy ~ A(0,10) and v; ~ N(0,1).

B. Results and Explanation

We simulate data for a total number of 7" = 50 iterations by
varying ¢ from 1 to 50 in the non-linear model. We first apply
PF to complete data for non-linear state estimation and consider
30 particles, i.e., N = 30. Subsequently, we remove data ran-
domly and apply MIPF to the data with missing samples. Note
that in general, multiple imputations do not depend on the type
of missing data mechanism and imputed data may be valid under
any mechanism. The simulation examples in this section mainly
present missing completely at random (MCAR) case. This is
done for the ease of data simulation and in addition as MCAR

implies MAR [28], we can use the results of using MIPF with
MCAR data to examine the performance of the proposed ap-
proach. The condition of the missing data mechanism being in-
dependent of the missing observations still holds in the case of
MCAR. Furthermore, it is known that multiple imputations can
be used for MCAR [29] data and using MIPF for MCAR data
can improve the estimation performance as we impute missing
values based on the system model.

Please note that we use consider MCAR case as it is easier to
simulate and MIPF can be applied to MCAR data. Using PF only
on available observations and ignoring the missing observations
may give unbiased results for MCAR case, as it is known that
an estimator that uses only the available data can give an un-
biased estimate for such a case. However, it is also known that
by ignoring the missing data, especially if the missing data per-
centage compared to the available data is high, statistical power
is reduced as the estimation is carried out on part of the data [30].
In addition, a PF that only uses the available data will not esti-
mate the states for the instants where the data are not available.
On the other hand, MIPF generates the missing data and tries to
compensate for the uncertainty of missing observations through
multiple imputations and averaging of the results. MIPF also es-
timates the states for those instants where the observations are
absent.
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Fig. 2. Simulation results with 20% missing data. The results with PF are without any missing data and are used as a benchmark. SPKF shows divergent behavior,
the results shown here with SPKF are the best results. (a) Results with MIPF. (b) Results with EKF. (c) Results with SPKF. (d) Results with EM-PF.

For MIPF, we consider 30 particles and 50 imputations, i.e.,
N = 30 and M = 50. One set of results of the non-linear state
estimation using MIPF is shown in Figs. 1-3, with 10%, 20%
and 50% missing samples in Figs. 1(a), 2(a) and 3(a), respec-
tively. These figures show the true state, the estimated state by
PF with complete data and the estimated state using MIPF with
missing data. We compare the results of applying PF to the com-
plete data and MIPF to missing data to verify if the MIPF can
estimate the non-linear states even if data are missing. It can be
seen that the performance of MIPF with 10% and 20% missing
data is similar to that of the PF, which shows the effectiveness
of MIPF in dealing with missing data. With 50% missing data,
the difference between the results using PF and MIPF is more,
which shows that with 50% missing data, the performance of
MIPF degrades.

Next we compare the results of MIPF with existing tech-
niques in [12] and [13]. The techniques in [12] and [13] use
modifications of EKF and SPKF to estimate non-linear state
with missing data. In addition, we compare with using the EM
algorithm to estimate missing data and then apply PF to the data
for non-linear state estimation. When using the EM algorithm,
we first generate all the data, then remove varying number of
samples from the data and subsequently estimate the mean and
covariance of the data using the remaining data. The missing

values are then generated using the estimated mean and covari-
ance and then PF is applied to the data for non-linear state es-
timation. Results with 10%, 20% and 50% missing samples for
[12], [13] and the EM algorithm are shown in Figs. 1(b), 2(b),
3(b), 1(c), 2(c), 3(c), 1(d), 2(d) and 3(d) respectively. It can be
observed by comparing with Figs. 1(a), 2(a) and 3(a) that MIPF
in general performs better than the other techniques. The per-
formance of the EM algorithm is the second best, followed by
SPKF and EKF. It can be seen that EKF and SPKF show some
large differences with the true state and estimated state using PF,
which indicates that these methods are sometimes not able to
carry out estimation when data are missing. Compared to these
techniques, MIPF does not show any large differences.

To further analyze and compare the performance of MIPF, we
calculate root mean square error (RMSE) between the estimated
and actual states as follows:

23:1(11 - JE't)z
T

We average the RMSE values obtained from a total number
of 500 simulation experiments. We plot the results that show a
comparison with other techniques in Figs. 4 and 5. We first dis-
cuss the results using PF with complete data, and using MIPF,
EKF and SPKF with missing data shown in Fig. 4. It can be

RMSE = 22)
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Fig. 4. Comparison of RMSE between PF, MIPF, EKF, SPKF and EM-PF. The
results with PF are without any missing data and are used as a benchmark. SPKF
shows divergent behavior.

Fig.5. Simulation results with 10% missing data showing divergence of SPKF.

performance; however, it requires the use of full data for pa-
rameter estimation.

The error for SPKF is very high. In fact, we encountered
two issues with using EKF and SPKF: We found that EKF and
SPKF would sometimes diverge where there were missing data,
the latter diverging more often than the former. SPKF also suf-
fers from the problem that sometimes the Cholesky decompo-
sition of the covariance matrix will not result in a semi-defi-
nite positive matrix. Therefore, we only considered those cases,

seen that RMSE for MIPF is lower than EKF till 30% missing
data and after that the performance of both filters becomes very
similar, the maximum RMSE is approximately 10. It can be fur-
ther seen that MIPF performs better than EM-PF. The RMSE
increases for both MIPF and EM-PF with increasing number of
missing samples. However, the rate of increase of RMSE de-
creases with increasing number of missing samples and reduces
to 0 around 40% missing samples. EM-PF shows reasonable
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RMSE vs. missing samples using MIPF with different kinds of noise
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Fig. 6. Comparison of RMSE using MIPF with different kinds of noise. The
parameters of a-stable noise are: 1.5, 0, 0.5, 0 and the GMM consists of two
distributions with variance 1 and 2, and equal weights, i.e., 0.5.

where the result of the decomposition was a semi-definite ma-
trix. When the matrix is not semi-definite, we would re-run the
simulation. An example showing the divergence of SPKF is
shown in Fig. 5, where the divergence of SPKF can clearly be
seen from very high differences between the estimated and the
true states. From Figs. 1-3, we can also observe that when the
SPKF does not diverge, its performance is better than EKF.

Note that we consider Gaussian measurement noise in the
simulation section as we are using an already existing model.
However, our method does not depend on Gaussian noise.
RMSE with other commonly used alpha stable and Gaussian
mixture model (GMM) distributions [27] as measurement noise
are shown in Fig. 6 with varying percentage of missing sam-
ples. As it can be seen, the performance of MIPF with different
kinds of measurement noise is similar and its performance is
not dependant on the type of measurement noise.

We show simulation results with a PF ignoring the missing
data, i.e., whenever the data are missing, the PF only updates the
particles according to the observation equation and does not up-
date the weights. Moreover, the PF does not estimate the states
for the time instants where the observations are not available.
The performance in terms of RMSE for both methods can be
seen in Fig. 7. Note that as the PF does not estimate the states
for the time instants when the observations are missing, there-
fore, for the PF, RMSE is measured only for the states that can be
obtained from the observed data. Unlike the case with complete
data, RMSE for PF is more than that of MIPF and also increases
for PF with increasing percentage of missing samples. This fur-
ther reinforces the utility for MIPF: the imputed data values not
only replace the missing values in the observation, but also help
in better state estimation. This can be seen by the performance
of the PF, where only the available observations were used and
the RMSE is more than that obtained from the MIPF. After 30%
missing samples, the PF has lower RMSE than MIPF as the per-
formance of MIPF degrades similar to Fig. 4.

We vary the number of imputations and plot the RMSE values
in Fig. 8. We average the RMSE over 500 simulation instances.
We vary the number of imputations as A/ = 10, A/ = 50 and
M = 70. It can be seen that the RMSE for A = 10 is much
higher than RMSE for the other two cases. Furthermore, it can
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Fig. 8. RMSE with different imputations.

be noticed that M = 50 and M = 70 have similar performance.
The performance of M = 10 after 30% missing samples is al-
most the same like the other two cases. The reason is that as
the number of missing samples increases, the performance of
MIPF degrades and the estimates have large differences. Once
the performance of MIPF degrades beyond a certain point, the
increasing number of imputations has very little effect on per-
formance improvement.

VII. CONCLUSION

In this paper, we applied the multiple imputations particle
filter (MIPF) to non-linear state estimation problem with
missing data. We showed that it can be used to deal with
missing data by using imputations to provide a replacement for
the missing data. We carried out a convergence analysis and
showed that the MIPF is almost surely convergent. Simulation
examples compared the performance of the MIPF with that of a
particle filter applied to the complete data and showed that the
MIPF performed well in the absence of data. We also compared
the MIPF with several existing techniques such as variants
of extended Kalman filter and sigma point Kalman filter, and
expectation maximization algorithm that further underlined the
superior performance of the MIPF for dealing with missing
data.
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