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Pattern-Search-Based Nonconvex Cooperative
Sensing in Multiband Cognitive Radio Systems

Ahmed Shaharyar Khwaja, Muhammad Naeem, and Alagan Anpalagan

Abstract—In this paper, a pattern search (PS)-based solution is
proposed for nonconvex multiband cooperative sensing (NCMCS)
problem in cognitive radio systems. This problem consists of
maximizing cumulative throughput subject to constraints on cu-
mulative interference, probability of detection, and probability
of false alarm. Initially in existing literature, this problem was
solved under constraints that make it convex. However, removing
the conditions for convexity and solving the NCMCS problem
have been shown to improve performance. A two-step PS-based
solution is presented: The first step uses uniformly distributed
random sets of input points to find a solution. The set of points
that gives the maximum throughput is chosen as input to the
PS algorithm. Numerical examples show the improvement of the
proposed method over existing genetic-algorithm-based solution,
as well as PS-algorithm-based solution that uses a single set of
random points as inputs. The proposed two-step solution gives
higher cumulative throughput and is not sensitive to the choice
of input, unlike the PS-based solution using a single set of random
points as input.

Index Terms—Cognitive radio (CR), collaborative sensing,
global optimization, nonconvexity, pattern search (PS).

NOTATIONS AND SYMBOLS

K Number of subchannels.
M Number of users.
N Number of channel measurements.
w Weight factor vector.
γ Threshold vector.
R(w,γ) Total throughput.
I(w,γ) Cumulative interference.
r Achievable output vector.
Pf (wk, γk) Probability of false alarm for the kth subband.
Pd(wk, γk) Probability of detection for the kth subband.
ε Maximum interference limit.
α Limit for probability of interference.
β Limit for probability of detection.
c Measure of cost caused by transmitting in the

band vector.
μ0,k Mean vector in the presence of noise for the kth

subband.
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μ1,k Mean vector in the presence of signal and noise
for the kth subband.

Σ0,k Covariance vector in the presence of noise for the
kth subband.

Qf (.) Q function.
SNR Signal-to-noise ratio.
Ns Number of sets of input points used in the first

stage of the proposed algorithm.
Σ1,k Covariance vector in the presence of signal and

noise for the kth subband.
ps Signal power.
σ2
v Noise power.

NCMCS Nonconvex multiband cooperative sensing.
T i
k Energy sensed at the kth subband of the ith CR.

zk Result of combination of weighted sensed ener-
gies for kth subband.

xi
k(n) nth measurement at the kth subband of the ith CR.

B Basis matrix.
C Generating matrix.
M Components of the generating matrix.
I Identity matrix.
P k Pattern matrix at iteration k.
pi
k ith column of P k.

ρk Difference between two function evaluations.
δk Step length.
� Unknown parameter to be optimized, contains

both threshold and weight vectors.
�k kth unknown parameter to be optimized.
c(�) Constraint vector.
ck(�) Constraint value.
σ Augmented Lagrangian parameter.
λ Lagrangian parameter.
ς Slack variable.
In this paper, R represents real numbers, Q represents ratio-
nal numbers, and Z represents integers. Symbols X , x, and
x represent a matrix, a vector, and an element of a vector,
respectively. When xi ≥ 0 for all components i of a vector x,
x ≥ 0 is used. xT means transpose of x.

I. INTRODUCTION

THE congestion of wireless spectrum due to continuously
increasing number of wireless users and services requires

efforts to design efficient wireless systems. Traditional fixed
wireless spectrum assignment consists of assigning selected
frequency bands to different users, known as licensed users
(LUs) and/or primary users (PUs). This assignment strategy
leads to inefficient utilization as some bands may be in use
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all the time, whereas the others may be intermittently used [1].
Cognitive radio (CR) [2] provides a way to improve the wireless
spectrum utilization efficiency and has been successfully used
in many fields such as communications [3], [4], health [5], and
smart grid [6].

CR can be described as a feedback wireless communication
system that is “aware” of its surroundings. It can learn from
the surroundings and adapt to statistical variations in the sur-
roundings [2]. It has two primary objectives: to achieve highly
reliable communication and to enable efficient utilization of
the radio spectrum. These objectives are achieved by CRs by
allowing different unlicensed users (ULUs) and/or secondary
users (SUs) to share the band of an LU when it is not in use.
This requires spectrum sensing and is carried out by minimizing
the interference caused by the ULUs at the receivers of LUs.

Spectrum sensing dynamically identifies parts of the spec-
trum that are not in use by any PU at a particular time. There
are various kinds of spectrum sensing algorithms [8]–[12].
The energy detection algorithm given in [10]–[12] is normally
chosen as it is simple, fast, and does not require any prior
information. However, it is not robust to noise uncertainty, and
one of the major problems that this algorithm encounters is the
hidden terminal problem [15]. This problem occurs when there
is shadowing or the transmitted signal is degraded due to high
path loss while an LU is active [13]. As a result, when the SNR
of the channel falls below a certain threshold, ULUs cannot
independently decide whether a PU is present or not.

The hidden terminal problem can be dealt with using coop-
erative sensing [14]. It consists of a combination of local spec-
trum information from multiple CR users for LU detection [11].
In this case, the combined/cooperative decision can overcome
the deficiency of individual information at each CR user and
improve performance in the presence of multipath fading and
shadowing. Different approaches can be found in literature to
implement the cooperative sensing: In [16], every SU makes a
decision and sends this decision as a single bit to the secondary
base units for fusion. In [17], the Dempster–Shafer theory is
used to combine different sensing decisions from each CR. Lin-
ear statistics combination (LSC) technique is proposed in [18].
It combines the locally sensed power levels, instead of the bi-
nary decisions, and performs a unique test decision; LSCs have
been demonstrated to enhance the performance noticeably [19].

Originally, the cooperative sensing algorithms were proposed
for a single band only [19], where a bandpass filter (BPF) was
needed to extract the target signal. This type of sensing limits
the time during which the SUs can transmit, therefore reducing
the system efficiency [20]. Extending the detector that only ex-
tracts a narrow-band spectrum, for wideband spectrum sensing,
requires a tunable BPF at the radio frequency front end, which
can be used to scan one band at a time [21]. This mechanism is
slow and inflexible [19]. In [22] and [23], wavelets were used to
enable wideband spectrum sensing; however, these references
do not deal with cooperative multiband spectrum sensing. To
improve the ability of a CR to process multiple bands jointly,
efficient wideband sensing algorithms are a necessity.

A block diagram of a wideband cooperative sensing CR
system is shown in Fig. 1, where the dotted box deals with the
sensing process. It can be seen that this block takes input from

Fig. 1. Block diagram of cooperative sensing CR system.

policy, channel, and user domains about regulations, quality of
link, characteristics of wireless signals, user’s quality of service
requirements, etc. Based on this input, the received multiband
signal from receivers is first detected using energy detectors.
The detected signal is then used in a weighted sum to combine
all the energy signals. This weighted sum is followed by a de-
cision block that decides if a signal from a PU is present or not.

Reference [18] introduced multiband cooperative sensing
that is formulated as an optimization problem. It consists of
maximizing the cumulative throughput subject to the following
three constraints.

• Minimizing the cumulative interference to the LUs over
all the bands. The interference is bounded by an upper
threshold.

• Minimizing the probability of false alarm, i.e., Pf , which
indicates the presence of an LU, although the band is free.
This probability is bounded by an upper threshold.

• Maximizing the probability of detection, i.e., Pd, which
means a CR indicates the presence of an LU correctly. This
probability is bounded by a lower threshold.

The aforementioned optimization problem is nonconvex. This
means that a solution can be a local optimum point, instead
of a global point [24]. The authors in [18] showed that under
certain constraints on Pf and Pd, the problem becomes a
convex optimization problem. They solved this problem using
interior-point method. In [25] and [26], the authors solved this
convex problem using artificial immune system and Taguchi
method, respectively. However, it has been shown in [27] that
these constraints limit the performance of the system. Conse-
quently, the authors used genetic algorithm (GA) to deal with
the nonconvex optimization problem and showed that a higher
throughput versus interference can be achieved. A comparison
of the different references is presented in Table I.

In this paper, a pattern search (PS) algorithm [28] based
solution is proposed for solving the NCMCS problem. PS are
a class of direct search methods [7] for nonlinear optimization.
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TABLE I
COMPARISON OF DIFFERENT REFERENCES

They are selected in this paper as they are probably convergent.
They are also simple to implement as they do not require a
direct estimate of the derivative, and unlike other heuristic algo-
rithms, they can adapt to both global and local search. The PS
algorithm aims to find the solution by evaluating the objective
function over a suitable set of trial points iteratively. This way,
it tries to overcome the lack of information on the derivatives
by investigating the behavior of the objective function in a
neighborhood of the current iteration. However, PS is sensitive
to initial points and can have irregular performance, as shown
in this paper. To deal with this issue, a two-step optimization
procedure is proposed.

• A modified PS algorithm based on multiple-input ini-
tialization is proposed, where a number of uniformly
distributed random sets of points are used to solve the
optimization problem.

• The set of points that gives the maximum value of the
objective function is chosen as the initial point for the PS
algorithm.

Numerical examples show that the two-step procedure greatly
improves performance compared with existing GA and using
PS with random inputs only. The rest of this paper is organized
as follows: The system model is presented in Section II. In
Section III, the PS method and the proposed solution are
described. Simulation results are presented in Section IV, and
this paper is concluded in Section V.

II. PROBLEM FORMULATION OF COLLABORATIVE

MULTIBAND SENSING

Let M be the number of CRs, K be the number of
subchannels/subbands, and N be the number of channel mea-
surements. The nth measurement at the kth subband of the ith
CR is denoted by xk,i(n). Let the energy sensed at the kth
subband of the ith CR be defined as [19]

Tk,i =
N∑

n=1

|xk,i(n)|2 . (1)

The energy results for the kth subband and M CRs are given by
a vector yk as follows:

yk = [Tk,1, Tk,2, . . . , Tk,M ]. (2)

These results are linearly combined as follows [37]:

zk = wky
T
k (3)

where the weight vector wk is defined as

wk = [wk,1, wk,2, . . . , wk,M ]. (4)

An energy detector is used by the SU for spectrum sharing
[29], [37]: zk is compared with a threshold γk to decide the
presence or the absence of signal from a PU in the kth subband.
A summary of this process is given in Fig. 2.

Furthermore, zk ∼ N (wkμ0,k,wkΣ0,kw
T
k ) in the presence

of noise, and zk ∼ N (wkμ1,k,wkΣ1,kw
T
k ) in the presence of

both signal and noise. The mean vectors in the presence of noise
and in the presence of both signal and noise are denoted by μ0,k

and μ1,k, respectively. The covariance matrices in the presence
of noise and in the presence of both signal and noise are denoted
by Σ0,k and Σ1,k, respectively. They are defined as [19]

μ0,k=N
[
σ2
v1
, σ2

v2
, . . . , σ2

vM

]T
(5)

μ1,k=N
[
σ2
v1
+ps1 , σ

2
v2
+ps2 , . . . , σ

2
vM

+psM
]T

(6)

Σ0,k=2N

⎡
⎢⎣
σ4
v1

.
.

σ4
vM

⎤
⎥⎦ (7)

Σ1,k=2N

⎡
⎢⎣
σ2
v1

(
σ2
v1
+ps1

)
.

.
σ2
vM

(
σ2
vM

+psM
)
⎤
⎥⎦ (8)

where σ2
v is the variance of noise, and psm is the signal power

at the mth CR. The probabilities of detection and interference
are given as [37]

Pd(wk, γk) =Qf

⎛
⎝ γk −wkμ1,k√

wkΣ1,kwT
k

⎞
⎠ (9)

Pf (wk, γk) =Qf

⎛
⎝ γk −wkμ0,k√

wkΣ0,kwT
k

⎞
⎠ . (10)
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Fig. 2. Multiband cooperative CR system.

The weights and thresholds are the variables that can be
optimized. As a result, the problem of multiband cooperative
sensing can be posed as the maximization of spectrum effi-
ciency that is defined as

min
w,γ

−R(w,γ)

subject to

I(w,γ) ≤ ε

1− P d(w,γ) ≤ α

1− P f (w,γ) ≥ β

0 ≤ w ≤ 1

γmin ≤ γ ≤ γmax (11)

where

R(w,γ) = r [1− P f (w,γ)]T (12)

is the cumulative throughput, and r = [r1, r2, . . . , rK ]T is the
maximum throughput available from a band. Thus

I(w,γ) = c [1− P d(w,γ)]T (13)

is the cumulative interference, and c = [c1, c2, . . . , cK ]T is the
cost of transmitting in the band when a PU is using it. The
threshold limits γmin and γmax can be calculated as described
in [27]. In addition

w = [w1,w2, . . . ,wK ] (14)

γ = [γ1, γ2, . . . , γK ] (15)

are the weight and threshold vectors, respectively. The vectors
of probability of detection and probability of false alarm are
given as

P f (w,γ)= [Pf (w1, γ1), Pf (w2, γ2), . . . , Pf (wK , γK)] (16)

P d(w,γ)= [Pd(w1, γ1), Pd(w2, γ2), . . . , Pd(wK , γK)]. (17)

The preceding problem is convex only for α ≤ 0.5, β ≥ 0.5.
For other values of α and β, the problem is nonconvex and
can be solved using nonconvex optimization techniques. There
are many evolutionary algorithms for solving the nonconvex
optimization problem. Among these algorithms, it has been
shown that the particle swarm optimization (PSO) algorithm
can outperform other evolutionary algorithms such as GA,
memetic algorithm, ant colony optimization, and shuffled frog
leaping optimization algorithms [30]. PS is another optimiza-
tion technique [31] and has been shown to have superior
performance even compared with PSO for both simple and
complicated problems [32]. In addition, unlike GA and PSO, PS
can adapt to global and local search [33] and requires very few
hand-tuned input parameters. These parameters can affect the
performance significantly, particularly in both conventional and
improved versions of GA [34]. The PS algorithm that carries
out constraint satisfaction via augmented Lagrangian method
[35] is described in the next section.

III. SOLUTION OF THE OPTIMIZATION PROBLEM

A. GA

The PS algorithm is simple to implement as it does not
calculate any specific information about the gradient. It is
shown to be convergent in [36]. A block diagram of the PS
algorithm is given in Fig. 3. It is shown in the figure that the
idea of the PS algorithm is based on two main steps: exploratory
step and updating step. In the exploratory step, a collection of
points, which is known as mesh, is selected around the current
points. The current points can be initial points provided at the
start of the algorithm or points from a previous step. Each set
of points in the mesh is multiplied by a given step size and then
added to the current points. The objective function is evaluated
at the resulting points. If the new value of the objective function
at a step shows improvement over the previous points, the
exploratory step is considered successful. Otherwise, the step
is considered as unsuccessful, and the next set of points in the
mesh is used to evaluate the objective function.
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Fig. 3. Flowchart of PS algorithm.

The updating step is used to select the step size for the next
exploratory step. If the pattern move was successful, the step
size is increased, and the resulting step size is used for the
next exploratory step. If there was no improvement with any
of the sets in the mesh, the step size is decreased for the new
exploratory step.

For a solution to the problem

min
x

f(x) (18)

the PS algorithm is described by Algorithm 1.

Algorithm 1: General PS algorithm

1: l ← 1
2: Initialization: Generate x1 randomly between a lower

upper bound
3: while l ≤ MaxIter
4: Check for convergence
5: Evaluate the objective function f(xl)
6: Determine a trial step sl using exploratory moves

algorithm
7: ρl ← f(xl)− f(xl + sl)
8: If ρl > 0, xl+1 ← xl + sl. Otherwise, xl+1 ← xl

9: Update Δl

10: l ← l + 1
11: end while

In the following, each step of the algorithm is described.
Check for Convergence: The convergence is verified by

checking if the change over the last evaluations of the objec-
tive function is smaller than a threshold. This means that the
iterations are not leading to any improvement of the solution,
and hence, the algorithm should be stopped.

Determine a Trial Step sl: To determine a trial step sl at
iteration l, the pattern and mesh need to be defined.

• Pattern definition: To define a pattern, two components are
needed, namely, a basis matrix and a generating matrix.
The basis matrix can be any nonsingular matrix B∈Rn×n.
The generating matrix is a matrix Ck∈Zn×p, p>n. It is
partitioned into components,Cl=[Ml−Ml], whereM l∈
M⊂Zn×n. A pattern pi

l is then defined by the columns of

the matrix P l=BCk, where P l=[p1
l , . . . ,p

p̃
l ].

• Mesh definition: Given a step size Δl ∈ R, Δl > 0, a trial
step sil can be any vector of the form sil = Δlp

i
l . Note that

pi
l determines the direction of the step, whereas Δl serves

as the step length parameter. At iteration l, a set of trial
points is defined as xi

l=xl+sil, where xl is the current set.
• Exploratory moves: The exploratory moves are sequen-

tially executed to select a trial step. The selection of
the next trial step is based on the success or failure of
the previous trial step. If the previous trial step leads
to a decrease in objective function, then the trial step is
retained. Otherwise, the trial step is decreased.

Updating: The aim of the updating algorithm for Δl is to
force f(xi

l) < f(xl). An iteration with f(xi
l) < f(xl) is suc-

cessful; otherwise, the iteration is unsuccessful. If the iteration
is successful, the trial step size is increased by a factor λ.
Otherwise, it is decreased by a factor θ.

B. Proposed Solution With PS Algorithm

Coordinate search is defined so that the basis matrix is
the identity matrix, i.e., B = I . The generating matrix for
coordinate search is fixed across all iterations of the method,
i.e., Cl = C, ∀l. The generating matrix is partitioned into two
components: C = [I,−I], I ∈ Zn×n, where I is an identity
matrix, e.g., if n = 4, C can be defined as

C =

⎡
⎢⎣
1 0 0 0 −1 0 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 −1

⎤
⎥⎦ . (19)

1) Rewriting of the Problem: In order to apply PS to col-
laborative multiband sensing problem, the variables to be opti-
mized are rewritten as follows:

� = [w,γ] (20)

such that

� = [�1,�2, . . . ,�K ] (21)

where �k = [wk,γk]. The optimization problem can be rewrit-
ten as

min
�

−R(�)

subject to

c(�) ≤ 0

0 ≤ �1,�3,�5, . . . ,�K−1 ≤ 1

γmin ≤ �2,�4,�6, . . . ,�K ≤ γmax (22)
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where

c(�) = [c1(�), c2(�), . . . , c2K+1(�)] (23)
c1(�) = I(�)− ε
c2(�) = [1− P d(�1)− α]
c3(�) = [1− P d(�2)− α]

.

.

.
cK+1(�) = [1− P d(�K)− α]
cK+2(�) = [β − 1 + P f (�1)]
cK+3(�) = [β − 1 + P f (�2)]

.

.

.
c2K+1(�) = [β − 1 + P f (�K)]

2) Constraint Satisfaction via Augmented Lagrangian: The
constraint functions are checked via augmented Lagrangian
method. As a first step, an inequality constraint ci(x) ≤ 0 is
transformed into the equality constraint cm(x) + ς2m = 0 by us-
ing a squared slack variable ς2m. Let λm be the multiplier asso-
ciated with the mth constraint, then the augmented Lagrangian
function for the equality constrained equation becomes

La(�, ς,λ;σ) = −R(�) +
∑
m

λm

(
cm(�) + ς2m

)
+

1

σ

∑
m

λm

(
cm(�) + ς2m

)2
(24)

where σ is a penalty parameter, and λ = [λ1, λ2, . . . , λ2K+1].
Equation (24) can be minimized with respect to ς in a closed
form as follows.

1) Carry out the derivative of (24) with respect to ς2m, i.e.,

d2La(�, ς,λ;σ)

dς2m
= λm +

2cm(�)

σ
+

2ς2m
σ

(25)

and equate it to 0, which leads to

−ς2m =
σλm

2
+ cm(�). (26)

2) As a result, minς La(�, ς,λ;σ) can be solved in a closed
form as follows:

min
ς

La(�, ς,λ;σ) =

{ −σλm

2 + cm(�), if cm(�) < −σλm

2
0, otherwise.

3) Consequently, the expression in (24) can be simplified as
follows:

cm(�) + ς2m =

{ −σλm

2 , if cm(�) < −σλm

2
cm(�), otherwise.

4) As a result, (24) can be rewritten as

La(�,λ;σ) =

⎧⎨
⎩

−R(�)− σλλT

4 , if c(�) < −σλ
2

−R(�) + λcT (�)
+ 1

σ ‖c(�)‖2 , otherwise.
(27)

The PS algorithm for solving the NCMCS problem along
with constraint satisfaction is summarized in Algorithm 2.

TABLE II
COMPARISON OF DIFFERENT TECHNIQUES

Lines 15–20 describe the exploratory moves algorithm, whereas
lines 22–25 describe the step updating algorithm.

Algorithm 2: PS applied to NCMCS problem

1: Input: Δ1, P1

2: p ← 1
3: Initialization: Choose ε1, σ1, λ1, �s ∈ R2K , θ ∈ Q, λ ∈
Z , 0 < θ < 1, and λ ≥ 1

4: while p ≤ MaxIter1 do
5: Starting from �s, find an unconstrained local minimizer

�p = min� La(�s,λp;σp) as follows:
6: q ← 1
7: �1 ← �s

8: while q ≤ MaxIter do
9: if q ≥ 1, then

Check for convergence:
10: if ((‖La(�q,λp;σp)− La(�q−1,λp;σp)‖22)/

(‖La(�q,λp;σp)‖22) ≤ δ), then return
11: end if
12: Evaluate the objective function La(�q,λp;σp)
13: i ← 1
14: sq ← 0, ρq ← 0, ν ← La(�q , λp;σp)
15: while i ≤ p̃ do
16: siq ← sq +Δqp

i
q and �i

q ← �q + siq . Evaluate
La(�

i
q,λp;σp)

17: If La(�
i
q,λp;σp)<ν, then ρq←La(�q,λp;σp)−

La(�
i
q,λp;σp), ν←La(�

i
q,λp;σp), and sq←siq

18: else
siq←sq−Δqp

i
q , and �i

q←�q+siq . Evaluate La(�
i
q,

λp;σp). If La(�
i
q,λp;σp)<ν, then ρq←La(�q,λp;

σp)−La(�
i
q,λp;σp), ν←La(�

i
q,λp;σp), andsq←siq.

19: end if
20: end while
21: ρq ← La(�q,λp;σp)− La(�q + sq,λp;σp)
22: If ρq > 0, then �q+1 ← �q + sq , Δq+1 ← λΔq

23: else �q+1 ← �q , Δq+1 ← θΔq

24: end if
25: end while
26: �p ← �q .
27: If (�p,λp) is a Karush–Kuhn–Tucker pair, then stop.
28: Choose a penalty parameter σp+1 ∈ (0, σp].
29: λp+1 ← max(0,λp + (2/σp)C(�p)).
30: �s ← �p, p ← p+ 1 and go to Step 5
31: end while
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C. Proposed Solution: PSMI

PS has better performance compared with other algorithms;
however, it can be sensitive to initial points as it starts searching
for the solution in the vicinity of the initial points. As a result, it
can sometimes have irregular performance. To compensate for
this irregular performance, a two-step PS algorithm is proposed:
In the first step, Ns sets of random input points are selected
between an upper and a lower bound, and the solutions of the
optimization problem are calculated using these input points.
By giving a range of points, a solution near the global optimum
point can be calculated. The objective function is evaluated at
all the solution points. In the second step, the set of points that
gives the best (maximum) value of the objective function is
chosen as input to the PS algorithm. The PS algorithm with
multiple input (PSMI) algorithm is described by Algorithm 3.

Algorithm 3: Multiple input PS algorithm for NCMCS
problem

1: Initialization: Generate Ns set of starting points
randomly between given lower and upper bounds

2: Solve the optimization problem using all the sets of starting
points

3: Select the set of points �̂ that gives the minimum value of
the objective function

4: �s ← �̂
5: Solve using Algorithm 2

IV. SIMULATION RESULTS

Here, a comparison between the proposed PS-based solution
and the existing solution is proposed. The proposed method
can give better throughput versus interference. A multiband
collaborative system consisting of two CRs is considered,
i.e., M = 2. The channel is divided in eight subbands, i.e.,
K = 8, and hundred measurements are taken, i.e., N = 100.
The SNR is chosen as −3 dB. These parameters are com-
monly used in the existing literature. The maximum throughput
vector r = [356, 327, 972, 806, 755, 68, 720, 15] kb/s and the
cost vector c = [0.71, 5.95, 3.91, 4.21, 0.44, 2.03, 0.58, 2.85]
are used in the simulations. The channel gain vectors for
the two systems over all the subbands are the following:
G1 = [0.17, 0.21, 0.27, 0.14, 0.37, 0.38, 0.49, 0.33] and G2 =
[0.21, 0.17, 0.21, 0.21, 0.17, 0.43, 0.15, 0.35]. Optimization is
carried out using different combinations of α and β that are
given in Table II: There are three combinations that lead to a
convex optimization problem, whereas the remaining combina-
tions lead to nonconvex optimization problems. The values of ε,
i.e., the maximum allowed cumulative interference, were varied
with a step size of 0.1. The limits of ε are given in Table II for
different combinations of α and β.

Comparison is carried out between GA with random initial
points as inputs, PS with random initial points as inputs, and
PSMI with random inputs. The results of GA are summed over
200 trials. The number of different sets used for the first stage of
the PSMI is Ns = 100, i.e., hundred different values of weight

Fig. 4. Comparison of PS and PSMI with the interior-point method for α =
0.1, β = 0.6, convex case.

Fig. 5. Performance of PSMI with uniformly distributed input points and
varying Ns for α = 0.2, β = 0.1, nonconvex case.

Fig. 6. Performance of PSMI with normally distributed input points and
varying Ns for α = 0.2, β = 0.1, nonconvex case.

and threshold vectors were generated with uniform random
distribution between the upper and lower respective limits. The
points were used as input to solve the optimization problem.
The points that give the maximum throughput were used as
input to the PS algorithm.
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Fig. 7. Cumulative throughput versus interference. (a) α = 0.1, β = 0.3, nonconvex case. (b) α = 0.1, β = 0.6, convex case. (c) α = 0.2, β = 0.1, nonconvex
case. (d) α = 0.2, β = 0.3, nonconvex case.

For simulations, the initial values of θ and λ are 0.5 and 1,
respectively. These initial values were varied, and the results
and the computation time were seen as independent of the
initial values. First, a comparison of the proposed method with
the interior-point method for convex case is shown. In the
convex case, the solution is guaranteed, and the closeness of
solutions based on the proposed method with the reference
solution obtained by the interior-point method is compared. The
results are shown in Fig. 4. It can be seen that, although the
PS-based solution is close to the reference solution, the PSMI-
based solution is overlapping with the reference solution. This
shows the effectiveness of the proposed PSMI method.

Next, the dependence of the number of different sets Ns

on the performance of PSMI is shown. Ns is varied from
25 to 125 in a step size of 25; the values of α and β are
0.2 and 0.1, respectively. The results are shown in Fig. 5. It
can be seen that the througput continuously increases as the
interference increases with values of Ns = 100 and Ns = 125,
whereas for lower values, the results are irregular. This is so
as a higher value of Ns means that there are more chances
of finding a solution near the global solution in the first step
of the PSMI, and hence, the performance is less erratic. The

initial distribution is selected as uniform; then, the initial points
can be limited between upper and lower limits. Results are
also shown with initial normally distributed threshold values
in Fig. 6, where the mean of the distribution is the average of
lower and upper limits, and the standard deviation is chosen
such that most of the points will fall between the lower and
upper limits. The initial weights are distributed using uniform
distribution as then, they can be limited between 0 and 1. It can
be seen that a higher number of points are still needed to get
a reasonable performance. In the rest of this section, we use
uniformly distributed initial values with Ns = 100.

The results of cumulative throughput versus cumulative in-
terference are shown in Figs. 7(a)–8(d) for different values of α
and β. The following observations can be made.

• PS outperforms GA, whereas the proposed PSMI outper-
forms PS. The method can achieve greater throughput at a
lower interference.

• The cumulative throughput in nonconvex systems is higher
for a given level of cumulative interference, compared with
the convex systems. This is true for the all the approaches.

• The difference in cumulative throughput value at a partic-
ular interference value between PSMI and GA is higher
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Fig. 8. Cumulative throughput versus interference. (a) α = 0.2, β = 0.5, convex case. (b) α = 0.2, β = 0.6, convex case. (c) α = 0.6, β = 0.3, nonconvex
case. (d) α = 0.6, β = 0.6, nonconvex case.

for nonconvex systems. This can be particularly noticed
in Figs. 7(a), (c), and (d) and 8(c), where the difference
is approximately 700 kb/s, compared with Figs. 7(b) and
8(a), where this difference is around 400 kb/s. This shows
that our algorithm offers better solution for the nonconvex
case.

• The PS algorithm is sensitive to the initial inputs. This
can be seen through the sometimes irregular behavior
of cumulative throughput versus cumulative interference
obtained using the PS algorithm: It is shown in Figs. 7(c)
and 8(a) and (d) that the cumulative throughput suddenly
increases. The reason is that the randomly selected random
points used as input do not always provide the optimum
solution. However, with the proposed method, the cumu-
lative throughput versus interference always follows the
increasing trend.

Next, a plot of the number of objective function evaluations
versus different combinations of α and β and ε = 1.3 is shown
in Fig. 9. It can be seen that the proposed method requires less
function evaluations compared with GA.

Results for 1− Pd and 1− Pf calculated using the weights
and threshold obtained from all the three approaches at α=0.2,

Fig. 9. Number of function evaluations versus different combinations of α, β.
Combination numbers correspond to Table II.

β = 0.3, and ε = 1.3 are shown in Fig. 10(a)–(f). The following
observations can be made.

• It is shown in Fig. 10(e) that subbands 2, 6, and 8 give
lower values compared with Fig. 10(c). The reason is
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Fig. 10. 1− Pd and 1− Pf for ε = 1.3. (a) 1− Pd using GA, α = 0.2, β = 0.3, ε = 1.3. (b) 1− Pf using GA, α = 0.2, β = 0.3, ε = 1.3. (c) 1− Pd

using PS, α = 0.2, β = 0.3, ε = 1.3. (d) 1− Pf using PS, α = 0.2, β = 0.3, ε = 1.3. (e) 1− Pd using PSMI, α = 0.2, β = 0.3, ε = 1.3. (f) 1− Pf using
PSMI, α = 0.2, β = 0.3, ε = 1.3.

that these subbands have higher costs; consequently, the
values of optimized weights and thresholds should be such
that 1− Pd has lower values. This can be explained by
the fact that as the cost is higher in these subbands, the
value of 1− Pd should be lower to reduce interference.

This is evident from (12). Note that this is also true for
Fig. 10(a), except for subband 6, where the value is lower.
However, the reason for this lower value of 1− Pd in
Fig. 10(a) is that the solution obtained using GA is less
optimal.
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• It is shown in Fig. 10(f) that subbands 3–5 give higher
values compared with Fig. 10(b) and (d). As it can be
noted from (13), in order to achieve a higher cumulative
throughput, those bands that have higher values of max-
imum achievable throughput should also have a higher
value of 1− Pf , so that the cumulative throughput be-
comes higher. It is evident that the proposed approach is
able to allocate a higher value at a band with maximum
achievable output.

V. CONCLUSION

In this paper, a solution based on PS algorithm has been
applied for solving NCMCS problem. A two-step PS-based
solution is presented, which is called PSMI. The first step of
PSMI solves the optimization problem using randomly gen-
erated sets of points as input. In the second step, the set of
points that gives the maximum throughput is chosen as input to
the PS algorithm. Numerical examples show the improvement
of the proposed method over existing algorithms. The pro-
posed method gets consistent results, gives better cumulative
throughput, decreases the probability of false alarm, increases
the probability of detection, and uses less function evaluations
compared with the GA.
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