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Energy-Efficient Frequency and Power Allocation
for Cognitive Radios in Television Systems

Kandasamy Illanko, Muhammad Naeem, Alagan Anpalagan, and Dimitrios Androutsos

Abstract—Energy-efficient resource allocation for cognitive ra-
dios operating in television systems (TV white spaces) presents a
unique challenge compared with other cognitive radios because
the interference constraint is for the whole frequency band rather
than per carrier. This paper presents a subchannel and power
allocation protocol that maximizes the energy efficiency (EE) of
transmissions from a cognitive base station operating in the TV
white spaces. The system model conforms to the IEEE 802.22 stan-
dard, and the proposed two-step solution to the EE maximization
problem satisfies users’ minimum rate requirements and keeps the
interference to the primary users in the neighboring areas below a
specified threshold. The first step of the protocol is a near-optimal
but low-complexity subchannel assignment. This is followed by
an optimal power allocation procedure that is obtained by ana-
lyzing the Karush–Kuhn–Tucker conditions. The computational
complexity of the resulting resource allocation protocol is the same
as that of the least complex resource allocation protocol for orthog-
onal frequency division multiple access (OFDMA) downlinks in
the literature. Simulation results show that our protocol achieves
higher EE compared with a modified and improved version of the
OFDMA protocol from the literature.

Index Terms—Channel assignment, Charnes–Cooper transfor-
mation, cognitive radio, energy efficiency, green communications,
optimization, power allocation, resource allocation, TV white
spaces.

I. INTRODUCTION

ACCORDING to a report [1], powering cellular base sta-
tions around the world would have cost approximately

$36 billion in 2012. In large base stations, the power amplifier
typically takes 67% of the power, with another 11% for air
conditioning, for a total of 78% of electricity consumption [1].
If not for economical, environmental reasons make it crucial
that we improve the energy efficiency (EE) of wireless commu-
nication systems [2], [3].

Cognitive radio [4] has been proposed as a general approach
for higher EE in wireless communication systems for two
reasons. First, the EE-related functionalities can be embedded
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into the cognitive operational cycle. Second, from the green
perspective, spectrum is a natural resource, which should not
be wasted on idle licensed channels but be shared [5].

TV white spaces are vacant frequencies made available for
unlicensed use at locations where spectrum is not being used
by licensed services, such as television broadcasting. This spec-
trum is located in the very high frequency (54–216 MHz) and
ultrahigh frequency (470–698 MHz) bands and has characteris-
tics that make it highly desirable for wireless communications
[6]. A cognitive radio standard, IEEE 802.22 has been released
as early as 2009 to guide the design of devices operating in
TV white spaces [7]. The focus of this paper is the frequency
and power allocation that maximizes the bit/joule/hertz EE
of orthogonal frequency division multiple access (OFDMA)-
based transmissions from a cognitive base station operating in
the TV white spaces.

Energy consumption of an OFDM-based cognitive radio net-
work is indirectly addressed in [8], by maximizing the expected
capacity. Transmission duration and power in a cognitive radio
network are the variables in [9], which maximize the number
of bits transmitted per unit of energy in a frame. Parameterized
convex programming is used in [10] to minimize the energy
spent per bit of reliably transmitted information. Conserving the
energy was the target of [11], where adaptive and distributed
beamforming was used to direct the main transmission beam
toward cognitive users while creating nulls to licensed users.

To the best of our knowledge, there are no studies that
directly address the bit/joule/hertz EE of transmissions from
a cognitive base station in the TV white space. Lack of arti-
cles dealing with cognitive radio EE in general is understand-
able, because cognitive radio EE maximization problem adds
only one more constraint to the OFDMA EE maximization
problem—a per-carrier interference constraint. However, as we
explain in detail in the next section, maximizing the EE of
cognitive radios in the TV white spaces presents a whole new
problem because the interference constraint is for the whole
vacant frequency band. In the following, we give an overview
of the research that is closest to that undertaken in this paper,
which is the EE of OFDMA-based transmissions.

A number of studies optimizing the EE of OFDMA-based
transmissions consider only the power allocation. Since EE is
not concave in the powers, a search method is used in [12] to
find the transmission rates that maximize the EE. The computa-
tional complexity of the method in [12] is at least polynomial in
the ratio of the number of subchannels to the resolution of the
search method. Reference [13] uses Charnes–Cooper transfor-
mation to convert the optimization problem into a concave one
and then uses a fixed-point algorithm to find the optimal power
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allocation. Their algorithm has linear complexity in the number
of subchannels.

Xiong et al. [14] considered both subchannel and power allo-
cation that maximize the EE of OFDMA-based transmissions.
They started by proposing an optimal power allocation proce-
dure that maximizes the EE for a given subchannel assignment.
They then commented that this procedure has too high a com-
plexity to be practical and offered a near-optimal power allo-
cation procedure, which is based on optimizing an upper bound
on the EE. The subchannel assignment proposed by Xiong et al.
is heuristic and uses the same upper bound on the EE to rank
the users to facilitate the channel assignment. It should be noted
that, of the work that consider both subchannel and power allo-
cation, Xiong et al. [14] had the solution with the lowest com-
putational complexity. Reference [15] uses the same algorithm
as in [12] for power allocation, but their subchannel assignment
algorithm has a complexity that is at least a few orders of
magnitude greater than the algorithm of Xiong et al. [14].

This paper proposes a subchannel and power allocation pro-
tocol that maximizes the EE of transmissions from a cognitive
base station operating in the TV white spaces. The proposed
protocol consists of a two-step approach where a near-optimal
but low-complexity subchannel assignment is followed by an
optimal power allocation. A low-complexity subchannel as-
signment is used because an optimal one would be prohibitively
computationally expensive. The EE is maximized subject to
the constraints, namely, minimum acceptable user rates, a total
power constraint, and an interference constraint to protect the
primaries or other devices operating in nearby areas. We com-
pare the complexity of our protocol with that of modified and
improved versions of existing resource allocation protocols that
maximize EE of OFDMA downlinks. We provide support for
the analysis using simulated numerical results and demonstrate
that our protocol achieves higher EE when compared with
improved and modified versions of existing protocols.

Contribution: The following list summarizes the unique
contribution of this paper.

1) Unlike the popular method of using iterative algorithms
to solve the Lagrangian dual problem, this paper analyzes
the Karush–Kuhn–Tucker (KKT) conditions to find the
optimal power allocation strategy.

2) It is shown that, for a given subchannel assignment,
the power allocation that maximizes the EE, when it
occurs inside the cognitive interference constraint, can be
obtained by solving a single nonlinear equation regardless
of the number of users or subchannels.

3) The proposed power allocation procedure that maximizes
the EE (for a given subchannel assignment) has constant
time complexity.

4) For the case where the maximum EE occurs on the power
constraint plane, a closed-form solution is provided.

5) A power and frequency allocation protocol for maximiz-
ing the EE of cognitive radio is proposed. It has the same
complexity as the protocol of Xiong et al. [14], which is
only for OFDMA downlink and not for cognitive radios.
Furthermore, unlike the protocol of Xiong et al., which
only works with near-optimal EE, our algorithm finds the
optimal EE.

Fig. 1. Cognitive cell.

6) We modify the protocol of Xiong et al. [14] to suit
cognitive radios and improve their algorithm by making
it work with our optimal EE instead of near-optimal EE
and compare it with our protocol using simulations. We
demonstrate that our protocol produces better results than
the modified and improved protocol of Xiong et al.

The rest of this paper is organized as follows. Section II
describes the system model and forms the optimization prob-
lem. The analysis of the problem and the solution in terms
of the subchannel and power allocation protocol are presented
in Section III. Simulation results that support the analysis,
demonstrate the resource allocation protocol in action, and
compare it with existing protocols are given in Section IV. This
paper concludes in Section V.

II. SYSTEM MODEL

The system model considered in this paper conforms to the
IEEE 802.22 standard [7], and as much as possible, we will use
the terminology of the same standard in describing our model.
Consider the OFDM-based transmissions on the downlink of a
cognitive cell shown in Fig. 1. Transmissions from the cognitive
base station (CBS) to the N cognitive users (CU) are to take
place over a TV frequency band that is licensed to a primary
user (PU) but is not in use at this time in the area of the
cognitive cell. The conclusion that this frequency band is not
in use is arrived at either by sensing or by accessing a database,
exactly as suggested in the IEEE 802.22 standard [7], but is
beyond the scope of this paper. The IEEE 802.22 standard
divides the frequency band into 1680 subcarriers, but states that
the elementary unit for resource allocation is the subchannel,
which consists of 28 subcarriers. Therefore, the elementary
unit for frequency allocation in this paper will be a subchannel
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(and there will be 60 of these). Since the frequency bandwidth
of the TV channels varies from continent to continent, the
standard allows the bandwidth of the subchannels to be scaled
accordingly. Therefore, instead of working with subchannels of
a particular bandwidth, this paper will work with quantities that
are normalized with respect to the bandwidth of the subchannel.
In other words, all the results obtained in this paper will be for
per hertz of the bandwidth of each subchannel.

We will denote the total number of subchannels by K. These
K subchannels are distributed among N users, using a yet to
be determined channel assignment protocol, to be used in the
downlink transmissions from the CBS to the N cognitive users.
While many subchannels may be allocated to one user, any par-
ticular subchannel is allocated to only one user. Suppose a total
of K1 subchannels—subchannel 1 through subchannel k1—is
assigned to User 1. A total of K2 subchannels—subchannel
k1 + 1 through subchannel k2—is assigned to User 2 and so
on. A total of Kn subchannels—subchannel kn−1 + 1 through
subchannel kn—is assigned to User n.

Let ak denote the gain on subchannel k from the CBS to
the CU to whom this subchannel is assigned and ℵk denote the
background noise plus interference power in watts per hertz.
Since the primary users are TV stations, the transmit powers
from these stations are known, and any interference from the
primary users to the cognitive users can be dumped with the
background noise to form ℵk. If hk=ak/ℵk then User n’s trans-
mission rate rn, in bits per second per hertz, can be written as

rn =

kn∑
k=kn−1+1

log2(1 + hkpk) (1)

where pk is the transmission power used on subchannel k. If Rn

is the minimum rate acceptable to user n, then we must have

rn −Rn ≥ 0. (2)

On the outskirts of this area, there are other primary users
(TV stations) that might be using the same frequency band.
It is also possible that, in the outskirts, there may be other
cognitive devices that use this frequency band. The power levels
of the downlink transmissions from our CBS must be controlled
to protect these users [8]. In order to do this, each primary
base station in the outskirts is designated as a protected area
[8], and the cognitive transmissions are required to limit their
interference at the edge of the protected areas.

We consider an interference threshold I on the entire primary
frequency band. This was motivated by the fact that, in the IEEE
802.22 standard [7], the primary base stations represent the TV
stations, and they would only specify a tolerable interference on
the entire TV band. Furthermore, if another cognitive device is
operating in the outskirts, it may decide to divide the frequency
band in a different way or not divide the frequency band at
all. Note that dividing I by the number of subchannels and
placing individual interference constraints on each subchannel
would place too much restriction on the transmission rates of
the users. Since green communications philosophy advocates
squeezing every bit of performance from every joule of energy,
such conservative per subchannel interference constraints are
not suitable.

Referring to Fig. 1, let gik denote the gain on subchannel k
from the cognitive base station CBS to the edge of the protected
area i. If the power used on subchannel k is pk, then the total
interference measured at the edge of the protected area i will be

Ii =
∑
k

gikpk. (3)

If the interference that can be tolerated by an incumbent user in
any of the protected areas is I , then we would like

max
i

{Ii} ≤ I. (4)

Using (3)

max
i

{∑
k

gikpk

}
≤ I. (5)

However

max
i

{∑
k

gikpk

}
≤

∑
k

max
i

{gik}pk. (6)

Letting

gk = max
i

{
gik

}
(7)

max
i

{∑
k

gikpk

}
≤

∑
k

gkpk. (8)

Suppose we make sure that (this is the condition that we later
impose on the system model)∑

k

gkpk ≤ I. (9)

Then from (8), we would have

max
i

{∑
k

gikpk

}
≤

∑
k

gkpk ≤ I (10)

and this is the same as

max
i

{Ii} = max
i

{∑
k

gikpk

}
≤

∑
k

gkpk ≤ I. (11)

The preceding argument shows that∑
k

gkpk ≤ I =⇒ max
i

{Ii} ≤ I. (12)

In other words, we would like max
i

{Ii} ≤ I to be true, but

making sure that it happens directly is very difficult. How-
ever, imposing

∑
k gkpk ≤ I is easy, and that makes sure that

max
i

{Ii} ≤ I is true.

In practice, gk is easily obtained from (7). It is the maximum
among all the gains on subchannel k from the cognitive base
station to the different edges of the protected areas.

If PT is the maximum power allowed on the OFDM trans-
missions on this frequency band, then we have

K∑
k=1

pk ≤ PT . (13)
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The purpose of this paper is to present a two-step resource
management strategy that maximizes the EE of the downlink
transmissions subject to the constraints in (2), (9), and (13).
The EE of the transmissions in bits per joule per hertz can be
written as ∑

k log2 (1 + hkpk)

pc + ψ
∑

k pk
(14)

where pc is the circuit power [12], [14], and ψ is the reciprocal
of the efficiency of the power amplifier.

Suppose a suitable channel assignment strategy has been
used to assign the subchannels to the users. Then the power
allocation among the K subchannels that maximizes the EE can
be determined by solving the following optimization problem:

max
p

∑
k log2 (1 + hkpk)

pc + ψ
∑

k pk
subject to

C1 : I −
∑
k

gkpk ≥ 0

C2 : PT −
∑
k

pk ≥ 0

C3 : rn −Rn ≥ 0, for n = 1, 2, . . . , N. (15)

III. ANALYSIS AND SOLUTION

Here, we develop a resource allocation protocol to maximize
the EE of the downlink transmissions from a cognitive base
station operating in the TV white space. As mentioned before,
an optimal channel assignment protocol that satisfies the rate
requirements would have too high a complexity to be useful
in practice. Because of this, we first present a low-complexity
channel assignment protocol. Then, we analyze the power
allocation problem in (15) and propose a power allocation pro-
cedure that has constant complexity. We finish this section by
comparing the complexity of our resource allocation protocol
with a particular one in the literature that maximizes the EE of
OFDMA transmissions from a base station.

A. Channel Assignment

To increase the system EE, one should assign each subchan-
nel to the user with the largest gain on that subchannel. On
the other hand, from a fairness point of view, one might want
to assign each user the subchannel for which this user has the
greatest channel gain. We take an approach that balances these
two perspectives.

The channel assignment protocol we propose starts by re-
ordering or reindexing the users in the descending order of their
minimum rate requirements. After that, it alternates between
the following two rounds until all subchannels are assigned.
On the first round, each user is assigned to the subchannel on
which it has the largest gain. Note that the reordering of the
users enables the users with the higher rate requirements to pick
the best subchannels in this first round. On the second round,
for each user, it is checked if that user happens to be the user
with the largest gain on any particular subchannel; if so, that

subchannel is assigned to that user. We now give a more formal
description of the proposed protocol, which we call Ratefair.

The Ratefair Channel Assignment Protocol

1. Relabel the users in the descending order of their minimum
rate demands.

2. while (there are subchannels left to assign)
3. for n = 1 to N
4. while (there are subchannels left to assign)
5. k̃ := argmax

k
{akn}

6. assign subchannel k̃ to user n.
7. remove subchannel k̃ from available

subchannels.
8. end while
9. end for
10. for i = 1 to N
11. while (there are subchannels left to assign)
12. for every k in available subchannels
13. ñ : argmax

n
{akn}

14. if i = ñ
15. assign subchannel k to user i.
16. remove subchannel k from available

subchannels.
17. end if
18. end for
19. end while
20. end for
21. end while

After the subchannel assignments, we can determine the pow-
er allocation that maximizes the EE by solving the optimization
problem (15) given in the previous section. Before we do that,
however, it is important to check if a solution is feasible at all.

B. Feasibility and Admission Control

The constraints C1 through C3 in our optimization problem
(15) immediately pose a feasibility problem. If one or more
of the minimum rate requirements or the associated interfer-
ing channel gains gk are too large or if the direct channel
gains ak are too small, we will not be able to meet these
constraints simultaneously. As a consequence, we may not have
any solution to the optimization problem. In order to avoid
this, we add the following admission control protocol as a
prerequisite to our power allocation strategy. This protocol is
based on calculating the power levels pk that minimize the sum
interference

∑
k gkPk subject to the constraints imposed by the

rate requirements of the users and checking if the interference
threshold is exceeded or not. The simple optimization problem
that finds the required pk values is solved in Appendix A. The
protocol then repeats this for the total power constraint.

1) Obtain the rate requirements Rn from all the users, com-
pute the pIk values using (42) in Appendix A, and check
if letting pk = pIk for all k satisfies the inequality in con-
straint C1. That is, check if I −

∑
k gkp

I
k ≥ 0. Similarly,
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compute the pTk values using (43) in Appendix A and
check if letting pk = pTk for all k satisfies the inequality
in constraint C2. That is, check if PT −

∑
k p

T
k ≥ 0.

2) If either C1 or C2 is not satisfied, then do the following
until both are satisfied.
Remove the user with the largest Rn

∑
k(gk/hk) value.

This admission control protocol has the effect of removing
the “worst offenders,” that is, the users who are experiencing
the worst possible channel conditions and yet expecting a
relatively higher quality of service.

C. Power Allocation

The obstacle one faces in solving the optimization problem
in (15) comes from the fact that the objective function is not
concave in the powers. At this point, we take the same approach
as in [13] to overcome this difficulty. However, at a crucial
juncture soon, we take a completely different path than what
is in [13]. It is this different path that enables us to reduce the
computational complexity of the solution considerably.

Since the numerator of the objective function is positive and
concave and the denominator is positive and convex (affine),
(15) belongs to a class of optimization problems called concave
fractional programs [19]. Furthermore, a concave fractional
program with an affine denominator can be transformed into a
concave program using a transformation proposed by Charnes
and Cooper [19].

Throughout this paper, we use bold letters to represent
vector variables. Consider an optimization problem where we
want to maximize the quotient N(x)/D(x) subject to the
constraints Mi(x) ≥ 0, i = 1, 2, . . . , k. Here, N(x), D(x), and
each Mi(x) are scalar functions of vector variable x.

Charnes–Cooper Transformation: The concave fractional
program max{N(x)/D(x)|Mi(x) ≥ 0, i = 1, 2, . . . , k} can
be reduced to the concave program max{tN(y/t)|tMi(y/t) ≥
0, i = 1, 2, . . . , k, tD(y/t) = 1, t > 0}, by using the transfor-
mation t = 1/D(x),x = y/t.

Proof: Please see [19, Ch. 7, p. 216].
Applying the Charnes–Cooper transformation to our opti-

mization problem (15), by substituting pk = yk/t for all k, t =
1/(pc + ψ

∑
k pk), and rewriting (15), we obtain the standard

concave maximization problem

max
yt

f(y, t) = t
∑
k

log2 (1 + hkyk/t)

subject to
It−

∑
k

gkyk ≥ 0 PT t−
∑
k

yk ≥ 0

t(rn −Rn) ≥ 0, t > 0 ψ
∑
k

yk + tpc − 1 = 0. (16)

Henceforth, as the first line above indicates, we will refer to the
objective function by f . The Lagrangian is formed as

L(y, t, λ,μ, ν) = f + λ

(
ψ

∑
k

yk + tpc − 1

)

+
∑
n

μnt(rn−Rn)+ηt+ν(It−
∑
k

gkyk)+γ(PT t−
∑
k

yk)

where λ, μ, η, ν, and γ are the dual variables.

Since (16) is a standard concave problem, the KKT condi-
tions are necessary and sufficient for optimality. They are

∂f

∂yk
+ψλ+

∑
n

μn
∂(trn)

∂yk
−νgk−γ=0 for all k (17a)

∂f

∂t
+λpc+

∑
n

μn
∂(trn)

∂t
+η+νI+γPT =0 (17b)

μnt(rn−Rn)= 0 for all n (17c)
ηt=0 (17d)

ν(It−
∑
k

gkyk)= 0 (17e)

γ(PT t−
∑
k

yk)= 0 (17f)

∑
k

yk+tpc−1=0 (17g)

It−
∑
k

gkyk≥ 0 (17h)

PT t−
∑
k

yk≥ 0 (17i)

∑
n

t(rn−Rn)≥ 0 for all n (17j)

t> 0 (17k)
η≥0, ν≥0, γ≥0, μn≥0 for all n. (17l)

Note that (17d) and (17k) together implies η = 0. Equa-
tion (17e) presents us with two cases: either ν = 0 or It−∑

k gkyk = 0. Similarly, (17f) presents us with two cases:
either γ = 0 or PT t−

∑
k yk = 0. Equation (17c), however,

leads to 2N number of cases because each of the μn creates two
cases. It appears there are a large number of cases. However, a
careful look reveals that we can group all these possibilities into
three cases. We start with Case I, where S represents the set of
all N users in the system.

Case I: ν = γ = 0 and μn = 0 for all n ∈ S: We have the
following three equations and three inequalities:

∂f

∂yk
+ λψ = 0 for all k ∈ S (18a)

∂f

∂t
+ λpc = 0 (18b)∑

k

yk + tpc − 1 = 0 (18c)

It−
∑
k

gkyk ≥ 0 (18d)

PT t−
∑
k

yk ≥ 0 (18e)

rn −Rn ≥ 0 for all n ∈ S. (18f)

Eliminating λ from (18a) and (18b)

∂f

∂y1
=

∂f

∂y2
= · · · ∂f

∂yK
=

ψ

pc

∂f

∂t
. (19)

From the K equalities on the left, and recalling that pk = yk/t

1 + h1p1
h1

=
1 + h2p2

h2
=

1 + h3p3
h3

= · · · = 1 + hKpK
hK

.

If we let

w =
1 + h1p1

h1
=

1 + h2p2
h2

=
1 + h3p3

h3
= · · · = 1 + hKpK

hK
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we have

pk = w − 1

hk
. (20)

This shows that the optimum power levels, in this case, can be
obtained by a water-filling-like solution. Using (20) on the last
equality in (19) and performing some simplifications give us the
following equation in w, i.e.,

F (w) = K log2(w)−A− B

w
= 0 (21)

where A = K − log2(
∏

k hk), B = pc/ψ −
∑

k(1/hk),, and
K is the number of subchannels. F (w) is a notation we in-
troduce here to facilitate quick later reference to this equation.
Since the optimization problem is concave, we expect only one
solution to (21). In Appendix B, we prove that this equation
indeed has a unique solution.

Suppose the solution of (21) is w∗. Then from (20)

p∗k = w∗ − 1

hk
. (22)

We now check if the solution obtained satisfy the last three
inequalities. It can be shown that these pk values will satisfy
the inequality (18d), only if

w∗ ≤
I +

∑
k

gk
hk∑

k gk
. (23)

Similarly, the inequality (18e) will be satisfied, only if

w∗ ≤ PT +
∑
k

1

hk
. (24)

From (43) in Appendix A, we can deduce that the last inequality
(18f) will be satisfied only if

w∗ ≥
[

2Rn∏kn

k=kn−1+1 hk

]1/Kn

for all n ∈ S. (25)

In other words, if w∗ satisfies (23)–(25), then (22) is the
solution. Suppose w∗ satisfies (23) and (24), but (25) is satisfied
only for some n, for example, for n ∈ S1. This leads to Case II.
If either (23) or (24) is not satisfied, then that leads to Case III.

Case II: ν = γ = 0μn = 0 for n ∈ S1, μn > 0 for n ∈ S2:
Note that, for those n ∈ S2, the only way to satisfy the KKT
condition (17c) is to let

rn =

kn∑
k=kn−1+1

log2(1 + hkpk) = Rn, for n ∈ S2. (26)

From (25), we know that power levels dictated by the water
level

w =

[
2Rn∏kn

k=kn−1+1 hk

]1/Kn

for all n ∈ S (27)

will produce the minimum rates in (26). However, these are not
the only power levels that produce those rates. Among the sets
of power levels that can produce the rates in (26), we must find

the one that maximizes the EE of users in S2. That is, we must
solve the optimization problem

max
p

∑
n∈S2

log2(1 + hkpk)

pc + ψ
∑

k∈S2
pk

subject to
kn∑

k=kn−1+1

log2 (1+hkpk)=Rn, for n∈S2 (28)

where k ∈ S2 means subchannels assigned to users in S2. At
first, it appears that we have to repeat the whole optimization
process for the users in S2. However, there is a clever way out.
Notice that this optimization problem is the same as

max
p

∑
n∈S2

Rn

pc + ψ
∑

k∈S2
pk

subject to
kn∑

k=kn−1+1

log2(1+hkpk)=Rn, for n∈S2. (29)

Furthermore, the numerator of the objective function and pc are
constants. Therefore, this optimization problem is equivalent to

min
p

∑
k∈S2

pk

subject to
kn∑

k=kn−1+1

log2(1+hkpk)=Rn, for n∈S2. (30)

Fortunately, we have already solved this problem in
Appendix A. From there, we learn that, for every n ∈ S2, we
must allocate

pk =

[
2Rn∏kn

k=kn−1+1 hk

]1/Kn

− 1

hk
,

for k = kn−1 + 1, kn−1 + 2, . . . , kn. (31)

Coincidently, these are the same power levels given by the
water level in (27). However, the analysis would have been
incomplete without the forgoing.

After assigning these powers to users who fall in S2, we can
remove users in S2 from our analysis and go to Case I with S :=
S1, PT := PT −

∑
k∈S2

Pk and I := I −
∑

k∈S2
gkPk, where

k ∈ S2 means subchannels assigned to users in S2. We solve
(21) for the reduced set of users in S1, find a new w∗, and
proceed to check the inequalities again.

Case III: It
∑

k gkyk = 0 or PT t−
∑

k yk = 0 and μn = 0
for all n ∈ S: We have four equations and one inequality, i.e.,

∂f

∂yk
+ λψ + νgk =0 for all k ∈ S (32a)

∂f

∂t
+ λpc + νI =0 (32b)

It−
∑
k

gkyk =0 or PT t−
∑
k

yk = 0 (32c)

∑
k

yk + tpc − 1 =0 (32d)

rn −Rn ≥ 0 for all n ∈ S. (32e)
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From (32a)

pk =
1

−λψ − νgk
− 1

hk
. (33)

This shows that there is no common water level in this case.
To obtain the optimum power levels, it appears that we have to
solve K nonlinear equations.

However, there is a clever way out of this, and in fact, we can
obtain the optimal solution in closed form. Note that this is the
case where the solution occurs on one of the planes in (32c).
Suppose that the solution occurs in

PT t−
∑
k

yk = 0 or equivalently on
∑
k

pk = PT . (34)

The situation we are facing is the same as maximizing the
EE subject to the preceding total power constraint. In other
words, we are trying to solve the following simple optimization
problem:

max
p

∑
k log2(1 + hkpk)

pc + ψPT

subject to
∑
k

pk = PT .

Since the denominator of the objective function is a constant,
the preceding problem is the same as the following:

max
p

∑
k

log2(1 + hkpk)

subject to
∑
k

pk = PT .

This is the familiar OFDMA throughput maximization prob-
lem, for which we know the solution

pk = p∗∗k =

[
w∗∗ − 1

hk

]+

(35)

where

w∗∗ =
PT

K
+

1

K

∑
k

1

hk
.

Suppose the solution lies on the second of the planes in (32c).
That is, on ∑

k

gkpk = I.

There is no clever way out of this case. Instead of solving the
K nonlinear equations, we offer a suboptimal but fast solution.
Note that (33) shows that pk increases with gk in a nonlinear
fashion. The suboptimal solution we offer assumes that this
relationship is linear. In other words, we let

pk = ρgk − 1

hk
(36)

where ρ is a constant yet to be determined. We can use the fact
that our solution lies on the plane

∑
k gkpk = I to determine ρ,

and thus pk. This way, we obtain

pk = p∗∗∗k =

(
I +

∑
k

gk
hk

)
gk∑

k g
2
k

− 1

hk
. (37)

To determine which one of p∗∗ or p∗∗∗ is the actual solution,
we take a look at the original optimization problem in (15).
We notice that the solution must lie inside both planes. This
forces us to choose the minimum of the two solutions in (35)
and (37), i.e.,

pk = Min {p∗∗k , p∗∗∗k }. (38)

We still have not checked if this solution satisfies inequality
(32e). We handle this situation exactly like the way we did in
the previous case. Let S3 represent the set of users for whom
the pk values given by (38) do not produce their minimum rate.
For these users, we give the powers dictated by (31), make the
following modification to I and PT :

I := I −
∑
k∈S3

gkpk and PT := PT −
∑
k∈S3

pk

and recalculate p∗∗k and p∗∗∗k from (35) and (37), this time
performing the summations on the reduced set of users S :=
S − S3.

We now incorporate the results of the analysis into our power
allocation procedure.

The Optimal Power Allocation Procedure

1) Solve F (w) = 0 in (21) and obtain the common water
level w∗.

2) If w∗ ≥ [2Rn/
∏kn

k=kn−1+1 hk]
1/Kn , for all n ∈ S and

w∗ ≤ (I +
∑

k∈S(gk/hk)/
∑

k∈S gk) and w∗ ≤ PT +∑
k∈S(1/hk) then pk := w∗ − (1/hk) for all k ∈ S.

3) If w∗≤(I+
∑

k∈S(gk/hk)/
∑

k∈S gk) and w∗≤PT +∑
k∈S(1/hk) and w∗ ≥ [(2Rn/

∏kn

k=kn−1+1 hk)]
1/Kn ,

for all n ∈ S1 and w∗ < [(2Rn/
∏kn

k=kn−1+1 hk)]
1/Kn ,

for all n∈S2 then pk=[(2Rn/
∏kn

k=kn−1+1 hk)]
1/Kn−

(1/hk) for k = kn−1 + 1, kn−1 + 2, . . . kn, and for all
n ∈ S2, and go to (1) with S := S1.

4) If w∗ > (I +
∑

k(gk/hk)/
∑

k gk) or w∗ >
PT +

∑
k(1/hk) then Calculate p∗∗k and p∗∗∗k from

(35) and (37). Calculate the associated water levels w∗∗

and w∗∗∗ by adding 1/hk.
a) If Min {w∗∗, w∗∗∗} ≥ [(2Rn/

∏kn

k=kn−1+1 hk)]
1/Kn

for all n ∈ S then pk := Min{p∗∗k , p∗∗∗k } for all k.
b) If Min {w∗∗, w∗∗∗} < [(2Rn/

∏kn

k=kn−1+1 hk)]
1/Kn

for n ∈ S3 then pk = [(2Rn/
∏kn

k=kn−1+1 hk)]
1/Kn −

(1/hk) for k = kn−1 + 1, kn−1 + 2, . . . kn for all n ∈
S3, and go to 4) with I := I −

∑
k∈S3

gkpk, PT :=
PT −

∑
k∈S3

pk and S := S − S3.
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D. Complexity Comparison

Note that the most computationally expensive part of the
Ratefair channel assignment protocol, or any channel assign-
ment protocol for that matter, is the sorting of the channel
gains. We will use the well-known result that sorting an array
of n elements takes, at worst, a time on the order of n log2(n).
Ratefair should sort the users according to their rate require-
ments and then sort each row and column of the channel matrix
according to the gain. This would take a time on the order
of N log2(N) +NK log2(K) +KN log2(N). As mentioned
before, an updated list can be used afterward every time argmax
is mentioned in the description of Ratefair. We cannot be sure
of the number of subchannels that will be assigned in each
iteration of the outer loop of the algorithm in steps 9 through 19.
However, we are sure exactly N subchannels will be assigned
in each run of steps 2 through 8. This means, in the worst case
scenario, Ratefair would need K/N iterations of the outer loop
to assign all subchannels. Since sorting is performed only once
at the beginning, Ratefair has a complexity on the order of
NK log2(K) + (K + 1)N log2(N) +K/N .

The most computationally expensive part of our power alloca-
tion procedure is solving a single nonlinear equation. The time it
takes to accomplish this does not depend on the number of users
or subchannels. In other words, our power allocation procedure
has constant time complexity. Thus, the whole resource manage-
ment protocol has a time complexity of NK log2(K)+(K+
1)N log2(N)+K/N+C, where C is a constant. Note that the
dominant term here is NK log2(K). Hence, the complexity of
our resource management protocol is O(NK log2(K)).

There are no other EE maximizing resource management
protocols for TV white spaces or cognitive radios in the
literature for us to compare the complexity with. Of the works
dealing with OFDMA downlinks that use a channel assignment
protocol along with power allocation, the protocol of
Xiong et al. [14] has the lowest complexity. Their channel
assignment protocol starts by calculating a parameter necessary
for the algorithm using binary search over two layers that takes
a time on the order of at least KN . Then, the protocol assigns
the worst subchannel to each user. After this, the protocol re-
peats the following two steps until all subchannels are assigned.
Approximate the EE of each user by calculating a lower bound
on EE. Assign its best subchannel to the user with the worst
approximate EE, if the change in EE is greater than a certain
predetermined number; if not, try the next user with the worst
EE. A binary search is used to approximate the EE, and it takes
at least a time of N . Note that, in each iteration of the last step,
sorting has to be done anew on the list of user’s EE, and in the
worst case, one has to go through all N users before assigning
a subchannel. Thus, the time complexity of channel assignment
amounts to NK+NK log2(K)+(N+N2 log2(N))(K−N)/
N . With power allocation, the resource management protocol
of Xiong for OFDMA downlink has the time complexity of
NK+NK log2(K)+(N+N2 log2(N))(K−N)/N+N .

For large K, we can assume K�N and K−N	K. Then,
the complexity of Xiong reduces to NK+NK log2(K)+
NK log2(N)+K+N . The dominant term here, too, is
NK log2(K). In other words, the protocol of Xiong has the
same complexity as ours, namely, O(NK log2(K)).

Fig. 2. Simulation details.

IV. SIMULATION RESULTS

A detailed description of the simulation parameters used in
this paper is given in Fig. 2. The subchannel gains ak are
calculated using the formula

ak = (d0/dk)
n RRRLN (39)

where dk is the transmitter-to-receiver distance in meters, d0 is
the reference distance in meters, n is the path-loss coefficient,
RR is the Rayleigh random variable, and RLN is the log-
normal random variable. n is assumed to be 4, and the reference
distance d0 is taken to be 1 m. It is customary to assume that
the losses up to the reference distance are negligible. Since the
base station antennas are typically about 1 m in dimension, this
assumption makes sense. Please refer to [22] on how to generate
the Rayleigh and log-normal random variables RR and RLN,
respectively. For a particular channel realization from Scenario
1, the bar chart on the left in Fig. 3 illustrates the nature of the
solution at the optimum water level, after channel assignment
by Ratefair. The power levels obtained for the 60 channels
turned out to be within the total power constraint PT and inside
the cognitive interference constraint. However, the minimum
rate requests of User 2 and User 5 were not met. Step 3
of our power allocation procedure would have taken care of
this situation and increased the power levels for the subchannels
allocated to these two users until their rate demand were met
and then go to step 1. The bar chart on the right in Fig. 3
shows the resulting transmission rates. However, as expected,
we notice that this was achieved at a slight reduction in EE.

As mentioned before, the protocol of Xiong et al. is designed
only for OFDMA downlink and uses an approximation to the
optimum EE during the channel allocation part and later for
the power allocation. We extended the protocol of Xiong et al.
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Fig. 3. Nature of the solution for Scenario 1.

Fig. 4. Scenario 2: Comparing various resource management protocols: Vari-
ation of EE with cell radius.

to work with cognitive radios first. Then, we improved their
protocol by making it work with the optimum EE.

To compare the various combinations of channel and power
allocation protocols, we used Scenario 2 but ignored the rate
demands. The graph in Fig. 4 shows the EE obtained by
various resource allocation strategies at various cell sizes. For
each cell radios, the EE values shown are the averages from
50 different placements of the users within the cell and the
corresponding channel realizations. Equal interference power
means that pk = I/(Kgk). We notice that Ratefair channel
assignment and optimal power allocation produce the highest
EE. The extended and improved version of Xiong et al. comes
a very close second. The difference between our protocol and
the protocol of Xiong et al. extended for cognitive radios, but
before the improvement, is striking.

As the cell size approaches 1400 m, we see the difference
between the EE values achieved by the optimum power pro-
tocols and the equal interference power protocols decreasing.
This is because a larger and larger proportion of the optimal
solution is now occurring on the cognitive interference plane.
Close to the cell size of 300 m, the difference between the best
protocols is decreasing. This is particularly noticeable among
the top three protocols. This is because in small cell sizes, there
is not enough variation in the subchannel gains to bring out the
strength of the best protocol. When the subchannel gains are
almost the same, intelligent channel assignment cannot result

Fig. 5. Scenario 3: Variation of EE with number of users and channels for
I = 10−13 W/Hz.

Fig. 6. Scenario 3: Variation of EE with number of users and channels for
I = 10−15 W/Hz.

Fig. 7. Scenario 3: Variation of EE with number of users and channels for
I = 10−16 W/Hz.

in performance that is very different from random subchannel
assignment. In addition, when the subchannel gains are almost
the same, optimum power levels cannot be that different from
equal power levels.

Figs. 5–7, show the variation of EE with number of users
for fixed number of subchannels. In all three figures, we see
the EE increasing with the number of channels K. This can be
explained as follows. Consider the EE defined in the following:∑K

k=1 log2(1 + hkpk)

pc + ψ
∑K

k=1 pk
. (40)
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Fig. 8. Scenario 3: Variation of EE with interference threshold I .

As K increases, the sums in both the numerator and the
denominator increase. At first, it looks like it is difficult to
predict what will happen to the fraction. Assume for a moment
that the channel gains are the same for all the channels. Then
the optimal power allocation will be equal power allocation,
that is, all the hk are equal and all the pk are equal. Suppose we
now add one more channel. The numerator will increase by a
fraction of 1/K. The ψ

∑
k pk term in the denominator will also

increase by the same fraction. However, because of the presence
of the term pc, the fractional increase in the denominator will
be less than 1/K. Hence, the EE, which is the fraction, will
increase. This argument shows that, in average, the optimal EE
increases with the number of channels.

In each of Figs. 5–7, we see very little increase in EE with the
number of users N , when the number of channels K is fixed.
This is understandable, because, regardless of the number of
users, they are all using the same old channels.

When we go from Figs. 5–7, the interference threshold
I becomes stricter. We see a corresponding drop in the EE
values. The next plot in Fig. 8 shows this variation of EE
with interference threshold I in a clear manner. In Fig. 8, we
see a sudden drop in EE between the numbers 2 and 4 in
the interference (horizontal) axis. This is the region where the
interference threshold I begins to affect the maximum EE.

Suppose the power allocation that maximizes the EE without
the interference constraint is p∗k. If this p∗k falls inside the inter-
ference constraint plane

∑
k gkpk = I , then p∗k will be also the

solution to the maximization problem with the interference con-
straint

∑
k gkpk ≤ I . If p∗k falls outside the plane

∑
k gkpk =

I , then the power allocation that maximizes the EE with the
interference constraint will be different from p∗k and will be a
p∗∗k that lies on the plane

∑
k gkpk = I (Case III in Section III

or step 4 in the power allocation algorithm). The maximum EE
with the interference constraint will be definitely smaller than
the maximum EE without the interference constraint.

In Fig. 8, as Log(10−13/I) goes from 2 to 4, I decreases, and
the plane

∑
k gkpk = I moves closer to the origin. For more

and more simulated placements of the users, p∗k begins to fall
outside the plane

∑
k gkpk = I , and the optimum point moves

from p∗k to p∗∗k . The region between the numbers 2 and 4 in the

Fig. 9. Variation of EE with minimum rate requirement. N = 6, K = 60. R
varied from 200 to 800 m. All users have the same minimum rate requirement.
This requirement is varied from 5 to 80 bit/s/Hz.

interference (horizontal) axis is the transition zone where we go
from more p∗k to more p∗∗k .

The last plot in Fig. 9 shows the effect of the minimum rate
demand on EE. At all cell radii, the EE begins to drop when
the minimum rate demand exceeds a certain value. A greater
rate demand forces the users with bad channel conditions to
use higher power—a power level higher than the unconstrained
optimal power p∗. The EE at the new power level is lower than
the one at p∗. Fig. 9 also shows that the onset of this drop in EE
occurs at a lower rate demand for larger cell sizes. The larger
the cell size, the more users with lower channel gains, and this
forces more and more users to use a higher power than p∗, at a
lower rate demand.

V. CONCLUSION

A frequency and power allocation protocol that maximizes
the EE of a cognitive base station operating in the TV white
spaces has been presented. The protocol satisfies users’ min-
imum rate requirements, adheres to a total power constraint,
and keeps the interference to the primary users in the neighbor-
ing areas below a specified threshold. After a low-complexity
subchannel assignment, Charnes–Cooper transformation was
applied to the power allocation problem to obtain an optimal
solution. Simulation results showing our protocol achieving
higher EE compared with a modified and improved version of
the protocol from the literature were provided.

APPENDIX A
MINIMUM INTERFERENCE POWER THAT

SATISFIES THE RATE REQUESTS

We wish to minimize ∑
k∈S2

gkpk

subject to the constraints

kn∑
k=kn−1+1

log2(1 + hkpk)−Rn = 0, for n ∈ S2. (41)
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Notice that this is the opposite of the OFDMA power allocation
problem that maximizes the throughput subject to an interfer-
ence constraint. Therefore, here, too, the solution is obtained
using the Lagrange multipliers

pk = pIk =
1

gk

[
2Rn∏kn

k=kn−1+1(hk/gk)

]1/Kn

− 1

hk
,

for k = kn−1 + 1, kn−1 + 2, . . . , kn. (42)

There is also the total power constraint. The power levels that
minimize the total power subject to the rate constraints can be
obtained by letting gk = 1 for all k in (42), i.e.,

pk = pTk =

[
2Rn∏kn

k=kn−1+1 hk

]1/Kn

− 1

hk
,

for k = kn−1 + 1, kn−1 + 2, . . . , kn. (43)

APPENDIX B
PROOF: F (w) = 0 HAS A UNIQUE SOLUTION

Recall (21), i.e.,

F (w) = K log2(w)−A− B

w
= 0

where A = K − log2(
∏

k hk), and B = pc/ψ −
∑

k(1/hk).
We start by showing that B > 0 for any practical system

B =
pc
ψ

−
K∑

k=1

1

hk
>

pc
ψ

− K

[hk]Min
. (44)

Now, [hk]Min will occur at the boundary of the cell. Since path
loss is the dominant contributor to the channel gain, we can
write

[hk]Min =
R−4

ℵ (45)

where R is the cell radius, and ℵ is the cumulative background
noise per hertz. Hence

K

[hk]Min

= KR4ℵ. (46)

Suppose the circuit power pc is τ times the total transmission
power. If the average transmission power per subchannel is p,
then

pc = τKp. (47)

Suppose the received signal-to-noise ratio at the boundary of
the cell is γ. Then

γ = [hk]Minp.

Using (45) and (47)

pc = τKp = τKR4γℵ. (48)

Using (48) and (46) on (44)

B >
KR4τγℵ

ψ
−KR4ℵ = KR4ℵ

(
τγ

ψ
− 1

)
.

This shows that B > 0 if γ > ψ/τ . Typically, base station
power amplifiers have efficiency of 50%. This makes ψ = 2. If
we assume that circuit power is at least 20% of the total transmit
power, then τ = 0.2. The required condition becomes γ > 10.
However, the recommended γ at the boundary of cells is 20 dB,
which is a ratio of 100.

Notice that F (w) is continuous when w > 0. Furthermore,
since B > 0, lim

w→∞
F (w) = +∞, and lim

w→0+
F (w) = −∞.

Hence, by intermediate value theorem, F (w) = 0 has at least
one positive solution.

Suppose that F (w) = 0 has two positive solutions. Since
F (w) is differentiable for w > 0, by Rolle’s theorem, F ′(w) =
0 for some w. However

F ′(w) =
K

ln 2

1

w
+

B

w2
> 0

which is a contradiction.
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