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Abstract—A heterogeneous wireless network (HetNet), which
combines multiple cooperating radio access technologies in an
overlapping structure, is a communication system that has been
recognized as an efficient way to meet the increasing traffic
demand in broadband wireless networks. In this paper, we ex-
ploit the network cooperation in HetNets to propose two joint
radio resource management (JRRM) schemes that improve en-
ergy savings while satisfying the system quality-of-service (QoS)
performance requirements. First, we present an optimal QoS-
aware energy-efficient JRRM scheme, which is formulated as a
semi-Markov decision process model, and provide the optimal
control policy for the HetNet under analysis. Second, we present
an implementation-friendly QoS-aware energy-efficient JRRM
scheme that utilizes a threshold on the macrocell radio resource
occupancy to trigger the switching-on/off procedure of the base
transceiver station resources, as well as a load-balancing proce-
dure to minimize the service disruptions that may occur because of
radio resource shortage and to reduce power consumption during
the HetNet operation. This JRRM scheme is analyzed by means of
a multidimensional continuous-time Markov chain model. Third,
we devise an algorithm to determine the threshold setting in the
implementation-friendly JRRM scheme according to a desirable
power saving level that is prespecified by the mobile network op-
erator. Numerical results show that the proposed schemes achieve
substantial energy savings while keeping satisfactory performance
levels.

Index Terms—Base transceiver station (BTS) switch-on/off
procedure, energy efficiency, heterogeneous wireless networks
(HetNets), joint radio resource management (JRRM), load
balancing, Markov process, multiple overlapping radio access
technologies (multi-RAT).

I. INTRODUCTION

TO afford sustainable development, mobile network oper-
ators (MNOs) are encouraged to invest in the design of
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more eco-friendly network operations. Such a design would
help MNOs successfully deal with the astronomical growth in
the number of mobile cellular subscriptions—now estimated at
almost 96% of the world population [1]. In this regard, recent
works [2]–[6] have revealed that it is possible to achieve sig-
nificant contributions in terms of energy savings by switching
on or off the base transceiver stations (BTSs) according to the
traffic load fluctuations. In doing so, an MNO can adopt two
power saving strategies: a more aggressive approach, where the
entire site is turned on/off, or a less aggressive approach, where
only the power amplifiers (PAs) of the BTSs are turned on/off.

A heterogeneous wireless network (HetNet), which is real-
ized by the cooperation of multiple overlapping radio access
technologies (multi-RAT), consists of a hierarchical architec-
ture that has been recognized as a promising alternative to meet
the ever growing traffic demand in broadband wireless networks
[7]. A typical HetNet may consist of a layer containing small
cells such as femtocells and picocells on the top of a microcell
and/or a macrocell. To holistically operate, each RAT in a
HetNet has its radio resources included in a common pool
of wireless channels. From this point onward, the radio re-
source allocation is executed for the common good of all RATs
rather than the performance of an individual RAT. To this end,
the Third-Generation Partnership Project (3GPP) [8] adopts a
procedure named joint radio resource management (JRRM)
that, by having a view of all available radio resources in a
HetNet, enhances overall quality-of-service (QoS) provisioning
and resource utilization.

Initially, the HetNet design was prevalently QoS driven.
However, recently, it started targeting an eco-friendly operation
[6], [9]. In such context, the cooperation among the multi-
ple RATs is exploited by the JRRM scheme that employs a
switching-on/off procedure on the BTS resources and dictates
which RAT will be activated or deactivated. In this case, an
appealing scenario for achieving high energy savings is shown
in Fig. 1, in which a macrocell covers the entire targeted area,
and the inner RATs are deployed to boost the system capacity
[6], [9], [10]. The challenge in this scenario stems from the fact
that the wireless networks have been deployed to provide the
coverage independently of their current traffic load [4], [11]. As
a result, the power consumption in every RAT is not necessarily
a function of its traffic load.

Considering that scenario, the objective of our work is to
design QoS-aware energy-efficient JRRM schemes for multi-
RAT HetNets. In this respect, we propose an optimal JRRM
scheme and an implementation-friendly JRRM scheme. The
former optimizes the HetNet operation by specifying the op-
eration as an optimal control problem with the objective of
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Fig. 1. HetNet with three RATs and the associated random events.

reducing the power consumption while maintaining a satis-
factory system performance. The latter achieves high energy
savings by efficiently triggering the switching-on/off procedure
of the BTS resources based on a threshold mechanism on
the macrocell radio resource occupancy. Furthermore, a load
balancing procedure is proposed to minimize the service dis-
ruptions that may occur because of radio resource shortage and
to reduce the power consumption during the HetNet operation.
In summary, the contributions of this paper are twofold.

• We propose two QoS-aware energy-efficient JRRM
schemes and present their analytical frameworks that
allow us to assess the HetNet performance and quantify
the power savings in every inner RAT under the coverage
of the macrocell.

• Considering the implementation-friendly QoS-aware
energy-efficient JRRM scheme, a systematic procedure
is developed to determine the threshold setting according
to a desirable power saving level that is prespecified by
the MNO.

The rest of this paper is organized as follows. The related
work is summarized in Section II. Section III presents the sys-
tem model and assumptions. Section IV introduces the JRRM
framework under analysis. Section V presents the mathematical
modeling of the optimal JRRM scheme as a semi-Markov de-
cision process (SMDP) model and the implementation-friendly
JRRM scheme as a multidimensional continuous-time Markov
chain (CTMC) model. In Section VI, numerical results are
presented. Finally, Section VII concludes this paper.

II. RELATED WORK AND COMPARISON

JRRM design for HetNets has been extensively studied in the
literature. In [10], Morosi et al. proposed two JRRM schemes,
namely, the real-time traffic measurements for sleep-mode
algorithm and the forecasting-based sleep-mode algorithm
(FBSMA), to reduce the energy consumptions on HetNets.
As far as the sleep-mode operation is concerned, these schemes

achieve energy savings by turning on/off the PAs only. In [6],
Ismail and Zhuang exploited the cooperation among different
RATs and proposed an optimization framework that determines
whether a BTS will operate in a HetNet, as well as the
number of active radio channels in an operating BTS. The
switching-on/off procedure was also investigated in [12] from
a store-carry-and-forward relaying perspective. Unfortunately,
given the mobile characteristic of the forwarding nodes, this
scheme can only be applied to offload elastic services. Using
the first-order analysis, Oh and Krishnamachari [13] reported
that the statistics of the traffic profile and the BTS density in
a flat cellular network structure are predominant factors that
determine the energy savings. Because of this, the BTSs that
are located in urban areas are considered the best candidates
for achieving potential substantial energy savings. However,
their study was not further pursued in-depth in the context
of HetNets. A PA-only switching-on/off procedure in a dual-
carrier Universal Mobile Telecommunications Service network
was investigated in [14], and it was shown that the application of
a less aggressive power saving strategy can considerably reduce
the network power consumption. In [15] and [16], Bousia et
al. investigated some strategies for achieving energy efficiency
on Long-Term Evolution (LTE)-Advanced BTSs. In [15], a
switching-on/off strategy is defined based solely on the distance
between the BTS and its mobile users, whereas in [16], an
approach that consists of sequentially testing different network
layouts with on and off BTSs was proposed, assuming that
mobile users are served by nearby BTSs. In [9], a Markov
decision process (MDP)-based resource management scheme
is proposed to study the optimal switching-on/off procedure in
a HetNet with a macrocell and femtocells. A threshold-based
policy was investigated for a scenario with dense femtocell
deployment by means of simulation. However, contrary to our
proposed schemes, the threshold mechanism was used in the
femtocell radio resource occupancy rather than in the macro-
cell radio resource occupancy. Additionally, no load balancing
procedure was used by the resource management scheme.

The application of load balancing algorithms in HetNets
has attracted much attention recently. By adopting proportional
fairness as a utility, Prasad et al., in [17], remarkably deter-
mined that the joint optimization of load balancing and cell
dormancy in an LTE-based HetNet is NP-hard. From this point
onward, a set of low-complexity heuristics was proposed to
efficiently handle the joint optimization problem. Cell range
expansion, which is part of the 3GPP standardization efforts, is
another technique used for load balancing in HetNets. By using
a cell-specific offset, the work in [18] puts forward an approach
to optimize the cell coverage adjustment in an LTE-based
HetNet. The proposed methodology is featured by a bounding
technique that approximates the solution of a system of nonlin-
ear equations and ended up in the cell load. Numerical results
illustrated that the proposed approach is able to efficiently
offload the macrocell without overloading the small cells. A
QoS- and load-aware user association for load balancing in
HetNets was proposed in [19]. The presented method, which
is formulated as a network-wide weighted utility maximization
problem, consists of a nonlinear mixed-integer optimization
problem. Due to the difficulties in finding the optimal solution,
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particularly for a dense HetNet, a low-complexity association
algorithm was designed by means of dual decomposition.
Results illustrated that this method outperforms load balancing
schemes that disregard QoS requirements.

Our work fundamentally differs from those in [17]–[19] in
the following aspects. First, resource management approaches
presented in the aforementioned papers are mostly devised to
cope with the problem of maximizing the HetNet capacity and
intended to run in a semistatic manner. On the other hand, our
proposed JRRM schemes are designed to run in a very short
time scale. In particular, the decision-making process operates
at the same pace of the user arrivals and departures. Under this
time scale, a load balancing algorithm could be designed to
perform other functions to assist the RRM functionality. In our
proposal, the load balancing scheme is designed to improve
the trunking gain by redistributing the radio resources in over-
lapping regions under a resource exhaustion scenario. Finally,
they do not pursue energy efficiency, whereas ours does.

To leverage the load balancing performance, a mechanism
known as enhanced intercell interference coordination (eICIC)
has been proposed by 3GPP. The principle behind eICIC is to
silence the macrocell for some periods of time, which has been
termed almost blank subframes (ABSs), over which offloaded
users in small cells can transmit at reduced interference and
with a higher data rate. A relevant work in this context is [20],
where an algorithm is proposed to jointly address the ABS
and user association problem. Due to the NP-hardness of ABS
optimization, a two-step algorithm is presented to cope with
the problem where, in the first step, a relaxed solution is deter-
mined, which is refined in the second step by integer rounding.
Finally, Deb et al. inserted their proposal in the context of a
self-optimized network. Results show the superiority of this
method against the benchmarks. Despite the benefits of eICIC,
it does not apply to our work since we assume that the macrocell
is an always-on network component, and therefore, no blank
subframes are transmitted.

A resource allocation framework for HetNets, considering a
unified operation for admission control, handoff control, and
load balancing in a self-organized HetNet, is presented in [21].
As for the system operation, when a new small cell gets self-
configured, the proposed framework is invoked to shift the
traffic load from the macrocell to it. After stabilizing the load
between the macrocell and small cells, the process is applied
to equilibrate the load among the macrocells. To perform load
balancing, the load in the cells is compared, and if the difference
is greater than a threshold, ongoing calls are handed off from the
heaviest cell to the lightest cell. The procedure is repeated until
the condition is met. No green operation is pursued in [21], and
analysis is carried out by simulation.

Load balancing for machine-to-machine communications
over HetNets was addressed by Osti et al. [22]. Taking into
account knowledge of the arrival rate and the number of back-
logged users in the HetNet, a performance comparison consid-
ering an optimal static policy and dynamic polices (Dyn-prob,
Min-max, max-throughput, and MDP policy) is presented, and
it is shown that performance gains between the static policy
and the dynamic polices were only noticeable at low loads.
Among the proposed schemes, the Dyn-prob policy stands out

by achieving a stable and a robust performance, in addition to
being able to be deployed in practice. Differences between the
study in [22] and our work are described as follows. The first
difference is in the type of traffic source. While we assume
that traditional mobile users are originating the calls, Osti et al.
[22] assume that machines are making the incoming requests.
Second, no green operation is assumed in [22].

In [23], Sarma et al. investigated handoff decision making
in a WiFi-WiMAX HetNet. To assist in handoff triggering, a
set of RRM functionalities (bandwidth reservation, admission
control, and load balancing) was engineered to minimize the
cost-to-pay per bit and the power consumption while elevating
QoS and quality of experience of running applications. The
roles played by bandwidth reservation and admission control
is to ensure the system performance while load balancing is
invoked to handover mobile users from a WiFi access point
to others or to a WiMAX base station. As in our work, the
load balancing in [23] is applied over a very fast time scale
and used to assist other RRM functionalities. However, in our
work, eco-friendly operation is accomplished by turning on/off
BTS resources and load balancing, whereas in [23], it is done by
getting ongoing calls connected to WiFi networks only. Further-
more, we proposed analytical models based on Markov process
theory, whereas the analysis in [23] is conducted entirely by
simulation.

Taking the minimization of the mean delay as a criterion, the
work in [24] presented a performance comparison between an
optimal static and dynamic load balancing polices in HetNets.
The superiority of dynamic polices, particularly the myopic
dynamic policy and the modified join the shortest queue policy,
over the optimal static policy became evident. The differences
between our work and that in [24] lie in the following aspects.
First, our works focus on polices that are QoS aware and green,
whereas in [24], the emphasis is placed on the minimization
of the mean delay only. Second, we focus on inelastic calls,
whereas the work in [24] focuses on elastic calls. Finally, we
take mobility into account, whereas the work in [24] does not.

A distributed dynamic load balancing algorithm, which is
based on the K-mean++ clustering technique, is proposed in
[25] to overcome congestion occurrences in an LTE-TV white
space HetNet. By dynamically adjusting the cluster sizes to
meet their traffic loads, the DDBL scheme ended up in a
more eco-friendly operation when compared with the baseline
techniques. To save energy, Aldabbagh et al. defined an efficient
transmission mechanism in which the network overhead is
optimized. In this regard, the work in [25] falls under the
umbrella of green wireless communications protocols, whereas
our work reflects the activation and deactivation BTS resources.
As far as the energy efficiency is concerned, our technique
leads to better results. Finally, we focus on analytical models,
whereas the work in [25] focuses on simulation.

Overall, unlike previous works, which mostly rely on system-
level simulations or static optimization techniques as a means
for defining the system parameters and assessing the system
performance measures, we propose two analytical approaches,
i.e., the optimal JRRM scheme and the implementation-friendly
JRRM scheme, for quantifying the system performance and
energy savings. Furthermore, to the best of our knowledge, our
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work is the first attempt to design a joint network selection and
load balancing procedures to achieve a QoS-aware and energy-
efficient wireless coverage management using the threshold
mechanism and the switching-on/off process of BTS resources
in a dynamic multi-RAT HetNet.

III. SYSTEM MODEL AND ASSUMPTIONS

A. Network Model

We consider a HetNet composed of M RATs, where it is
assumed that RAT1 is an always-on macrocell that covers the
entire targeted geographical area and overlaysM − 1 randomly
distributed smaller RATs [26]. In this environment, the always-
on macrocell plays a crucial role by ensuring user mobility, as
well as full coverage, even after the switching-on/off process is
over. This way, the green design will not jeopardize the service
provision. Additionally, since the shrinking process of cell sizes
becomes more and more frequent, the handoff rates will tend to
grow even more. Therefore, using RAT1 as an umbrella network
is a viable solution to satisfy this fundamental design issue.

In this paper, the following assumptions are made.

A1) The ith RAT has a circular shape with radius Ri, and it
covers a region Ai with area AAi

= πR2
i , whose length

of perimeter is given by LAi
= 2πRi (1 ≤ i ≤ M). The

region covered only by RAT1, which is defined as As,
covers an area AAs

= AA1
−
∑M

i=2 AAi
. The perimeter

of As, which is named LAs
, is computed as the perimeter

of the RAT1 area added to the perimeter of all inner RATs,
i.e., LAs

= LA1
+
∑M

i=2 LAi
.

A2) The ith RAT (1 ≤ i ≤ M) contributes Bi radio channels
to the common pool of radio resources. This way, the total
system capacity is

∑M
i=1 Bi bandwidth units. The radio

channels are assumed to be orthogonal so that there is no
cross-RAT interference.

A3) The HetNet supports two traffic classes, namely, new
calls and handoff calls. A new call is a new connection
generated into the system. On the other hand, a handoff
call is a connection already in progress in the system,
which migrates between RATs. In HetNets, a handoff
call may be categorized as horizontal handoff or vertical
handoff depending on the type of RATs that are involved
in the process. If the RATs are supported by the same
wireless technology, then the handoff is said to be a
horizontal handoff; otherwise, it is said to be a vertical
handoff [27]. Moreover, mobile users, who are assumed
to be uniformly distributed over the HetNet, may move
freely in the network with an average speed of E[V ].

A4) The HetNet is a two-layer network. Thus, the JRRM
scheme has only to choose between RAT1 and an in-
ner RAT. Moreover, the inner RATs are not deployed
at the border of RAT1. Consequently, there is no ver-
tical handoff between an inner RAT and an external
macrocell.

A5) The system is considered to be homogeneous, where all
the RATs are statistically identical [26], [28]–[30], and
therefore, it is sufficient to focus only on a macrocell and
its inner RATs.

Given the above set of assumptions, the following random
events are defined to rule the HetNet dynamics:

1) arrival of a new call in region As;
2) arrival of a horizontal handoff in region As;
3) call departure from region As;
4) arrival of a new call in region Ai (2 ≤ i ≤ M);
5) user moving from region As to region Ai (2 ≤ i ≤ M),

and vice versa using RAT1 radio resources;
6) user moving from region Ai (2 ≤ i ≤ M) to region As

using RATi radio resources;
7) call completion in region Ai (2 ≤ i ≤ M) using the

RAT1 radio resources;
8) call completion in region Ai (2 ≤ i ≤ M) using the

RATi radio resources.

Fig. 1 shows a HetNet with three RATs, i.e., a macrocell
RAT1 and two smaller RATs with different coverage areas. The
regions As and Ai, i = 2, 3 are also shown, along with the
associated previously listed random events.

B. Model for Energy Consumption

The BTS power consumption model [6], [11] for the ith RAT
(2 ≤ i ≤ M) is given by

Pci(hi) =

{
Δi, if hi = 0

P0i + hiPrri, if hi > 0.
(1)

In (1), hi, Pci(hi), Δi, P0i, and Prri, respectively, denote the
number of ongoing mobile users using the radio resources of
the ith RAT, the power consumed, the power consumed at zero
load (i.e., no active radio channel), the power needed to feed
the infrastructure support systems (i.e., BTS power supply and
climate control, to name a few [4]), and the power component
that depends on the number of active radio resources (i.e.,
PA, feeder loss, and transmitted power).

To achieve an eco-friendly network design, an MNO may es-
tablish two power saving strategies at the network level, namely,
the deactivation of the entire BTS site or the deactivation of the
PAs only. Both strategies can be implemented by appropriately
setting the value of Δi in (1). Therefore, if the MNO adopts
an aggressive power saving strategy, then Δi may be set to 0;
otherwise, it may be set equal to P0i if only the PAs are
deactivated, i.e.,

Δi =

{
0, if the entire site is switched off

P0i, if only the PAs are switched off.
(2)

IV. PROPOSED JOINT RADIO RESOURCE

MANAGEMENT FRAMEWORK

A. Decision-Making Support Mechanisms

In this paper, two network mechanisms are used as a way
to save energy and improve the system performance, namely,
threshold and load balancing procedure. The former is exclu-
sively used by the proposed implementation-friendly JRRM
scheme, whereas the latter is used by both the optimal JRRM
scheme and the implementation-friendly JRRM scheme.
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1) Threshold: Let 0 ≤ T ≤ B1 be the threshold on RAT1.
The role of threshold T is to establish a simple and robust
procedure for achieving energy savings. In this respect, based
on the desired QoS level, threshold T may be strategically set
by taking into account the offered traffic load and the expected
energy savings. The proposed JRRM scheme promotes the idea
that as long as the macrocell radio resource occupancy stays
below the threshold value T , the BTSs or their PAs will be
deactivated. Based on the time and the day of the week, two
threshold settings may be of special interest. As reported in
[13] and [16], the night time and weekends are the best time to
save energy. Therefore, during these periods, threshold T might
be set equal to B1. In this case, all RATs under the coverage
of RAT1 will only be activated when RAT1 gets congested.
The opposite situation is also noteworthy. During the overload
periods, the MNOs have to use all their resources to minimize
the congestion. Under such situation, threshold T might be
set 0. Thus, all RATs will be on, and the HetNet will operate
with its full resources. An appealing feature of this decision-
making mechanism is the fact that it only delays the start of the
operation of the inner RATs; thereby, it does not degrade system
performance since access to these radio resources is granted
when the threshold setting is reached.

2) Load Balancing Procedure: For the implementation-
friendly JRRM scheme, when the radio occupancy at RAT1

reaches the threshold value, all RATs under its coverage are
turned on. From that point on, the load balancing procedure is
invoked to mitigate the service disruption situations that may
occur because of radio resource shortage and to reduce the
power consumption during the HetNet operation. The first step
in this procedure is to compute the function fi associated with
the ith RAT (2 ≤ i ≤ M) as follows:

fi = αgt + (1 − α)ge, for 2 ≤ i ≤ M (3)

where gt is the normalized traffic load, which is obtained as

gt =
hi

Bi
, 2 ≤ i ≤ M (4)

and ge is the normalized BTS total power consumption, which
is obtained as

ge =
PTi

max
2≤j≤M

{PTj}
, 2 ≤ i ≤ M (5)

where PTi is the total power consumption of the ith RAT (2 ≤
i ≤ M), and α is a weighting factor. Considering (1), PTi is the
maximum value of Pci(hi) when the ith RAT is full.

Once fi (2 ≤ i ≤ M) is determined, the load balancing
procedure will be invoked to perform one of the following tasks.

1) If the goal is to select a RAT to reduce its load, the
JRRM scheme will search for function f ∗ whose value
maximizes the set of M − 1 functions, i.e.,

f ∗ = max
2≤i≤M

{fi}. (6)

Let the ith RAT be that which maximizes (6), i.e., fi =
f ∗. From that point onward, an ongoing call will be

Fig. 2. JRRM framework.

moved from the ith RAT to the macrocell to alleviate its
traffic load and reduce its power consumption.

2) If the goal is to select a RAT to increase its load, then
the RAT to be selected will be that whose function f ∗

minimizes the set of M − 1 functions, i.e.,

f ∗ = min
2≤i≤M

{fi}. (7)

Let us assume now that the ith RAT minimizes (7). In
this case, an ongoing call coming from the macrocell will
be moved to the ith RAT. Therefore, (7) gives the RAT
whose additional call will have less impact on the overall
system load and energy consumption.

Note that when multiple RATs have the same f value, then
the JRRM scheme may select one among them randomly.
For the optimal JRRM scheme, the application of the load
balancing procedure is not associated with a particular value
of the radio resource occupancy on the macrocell, but with the
need to reduce the energy consumption and enhance the system
performance. Thus, the load balancing procedure is executed
by the optimal JRRM controller based on the incurred cost or
gained reward due to its application.

B. JRRM Architecture

Fig. 2 shows the proposed JRRM framework. Each RAT in
the HetNet is associated with a controller. These controllers are
technology dependent. For example, they could be base station
controllers for GSM Edge Radio Access Network (GERAN)
systems, radio network controllers for Universal Terrestrial
Radio Access Network (UTRAN) systems, multiple enhanced
Node B’s for LTE systems, and access service network gate-
ways for WiMAX systems, to name a few.

From a practical perspective, the JRRM server can be im-
plemented in any of the HetNet controllers or can alternatively
be managed by a third-party entity. In this framework, the
JRRM server continuously collects a set of information related
to the traffic load in each RAT from the RAT controllers.
These controllers always report to the JRRM server on the
occurrence of any event highlighted in Fig. 1. Thus, prior
to allocating any radio resource, the JRRM server combines
both sets of information and invokes one of the following
procedures: arrival of a new call, call departure in region As,
user moving between the regions, and call completion in region
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Ai. Depending on the JRRM scheme in use, the decision-
making process is different. For instance, the optimal JRRM
scheme applies a system control technique to decide on the best
action for each of the defined random events and system load,
whereas the implementation-friendly JRRM scheme employs
the threshold and load balancing procedures to cope with the
system dynamics.

V. MODELING

A. Traffic Model

The considered traffic model is described by means of the
following parameters: dwell time, call holding time, channel
holding time, and arrival patterns.

1) Dwell Time: The dwell time is defined as the amount
of time the mobile user stays inside the RAT [31]. According
to the work presented in [26], [28], and [29], the dwell time
is assumed to be exponentially distributed, and its probability
density function depends on the radius of the RAT, its area, the
perimeter, and the mobile user speed. The dwell time inverse is
referred to as the rate at which the mobile user leaves the RAT
or makes a handoff request. Therefore, the average rate at which
a mobile user moves out of region As is given by

μAs
=

E[V ]LAs

πAAS

. (8)

Under the coverage of RAT1, a mobile user in region As may
move toward making a horizontal handoff or a vertical handoff
before ending the call. Thus, that user may leave that area by
crossing the boundary of RAT1 with rate μAs1

or by entering
the ith RAT (2 ≤ i ≤ M) with rate μAsi

. Thus, (8) can be
rewritten as

μAs
= μAs1

+

M∑
i=2

μAsi
. (9)

To calculate the components on the right-hand side of (9), one
can compute the probability of crossing the desired boundary,
then multiply it by the average region As boundary crossing
rate, i.e.,

μAs1
= μAs

LA1

LAs

. (10)

By substituting (8) in (10), we obtain

μAs1
=

E[V ]LA1

πAAS

. (11)

Similarly, the average rate at which a mobile user moves from
region As to region Ai is obtained as follows:

μAsi
=

E[V ]LAi

πAAS

, 2 ≤ i ≤ M. (12)

Based on (8), the rate at which a mobile user moves out of
region Ai is obtained as

μAi
=

E[V ]LAi

πAAi

. (13)

2) Call Holding Time: The call holding time is the duration
of the call. It represents the time the call takes if it experiences
no forced termination; it is assumed to follow an exponential
distribution with mean value 1/μc [6], [28].

3) Channel Holding Time: The channel holding time is
defined as the time elapsed from the moment a radio resource
is allocated to a mobile user until the moment it is released
by either ending the call or performing a handoff (vertical or
horizontal). Due to the fact that the dwell time and the call
duration time are both exponentially distributed random vari-
ables, the channel holding time will also follow an exponential
distribution with a mean value given by the minimum of them.
Thus, the channel holding time in region As is given by

1
μAhs

=
1

μAs
+ μc

. (14)

Similarly, the channel holding time 1/μAhi
in region Ai is

given by the minimum of two events: the call completion and
the vertical handoff. Therefore

1
μAhi

=
1

μAi
+ μc

, 2 ≤ i ≤ M. (15)

4) Arrival Pattern: We assumed that new calls arrive in the
HetNet according to a Poisson process with mean value Λ.
Furthermore, the mobile users are assumed to be uniformly
spread over RAT1. Therefore, the average arrival rates at region
As and at the ith region are, respectively, given by

λAs
=

AAs

AA1

Λ (16)

λAi
=

AAi

AA1

Λ, 2 ≤ i ≤ M. (17)

It should be noted that the Poisson process has been widely
used [6], [9], [10], [32]–[34] to represent the arrival process
in HetNets with RATs ranging from femtocells to macrocells.
Given the system homogeneity, the horizontal-handoff call
arrival rate at the macrocell level is determined by the dwell
time at RAT1. In particular, we are interested in the rate at which
a mobile user moves out of RAT1 by crossing its boundary. This
rate was anticipated in (11). Thus, the rate at which l1 mobile
users on regionAs attempt a horizontal handoff is given by [35]

λhh = l1μAs1
. (18)

B. Optimal QoS-Aware Energy-Efficient JRRM Model

According to the SMDP framework, the definition of the op-
timal control problem requires the specification of the following
components.

1) State Space: The state space for the SMDP-based optimal
QoS-aware energy-efficient JRRM controller is defined in (19),
shown at the bottom of the next page, where l1 denotes the
number of ongoing mobile users in region As, li (2 ≤ i ≤ M)
denotes the number of mobile users under the ith RAT cov-
erage using the radio resources of RAT1, hi is the number
of mobile users under the ith RAT coverage using its radio
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resources, and e is a vector of size 4M that specifies the
last occurred event. As given in (20), shown at the bottom
of the page, e organizes the random events in six groups
where the first group, i.e., e = 0, denotes the user moving from
region As to region Ai (2 ≤ i ≤ M), and vice versa, using
the RAT1 radio resources. The second group packs the events
associated with region As. Thus, e = 1 denotes an arrival of
a new call, 2 denotes an arrival of a horizontal handoff, and
3 denotes a call departure. In the third group, from 4 to M + 2,
we have an arrival of a new call in region Ai (2 ≤ i ≤ M). For
instance, for e = 4, there is an arrival in region A2, whereas for
e = M + 2, there is an arrival in region AM . By analogy, we
can build the entire vector for the remaining events following
the specifications provided in (20).

Since each RAT in the HetNet cannot support more than
its capacity, the following conditions prevail:

∑M
k=1 lk ≤ B1

and hi ≤ Bi. Furthermore, it is assumed that each state is
the HetNet configuration just after an event occurrence and
just before decision making. Therefore, it is infeasible to
have a call completion or load balancing when there is no
call in progress in a RAT. Thus, in addition to the capacity
constraints, (19) presents other constraints to prevent these
inconsistencies.

2) Decision Epochs and Controlling Actions: The decision
epochs follow the definition of e. They correspond to the in-
stances in time when a new call arrives, a handoff call (vertical

or horizontal) arrives, or a call releases the radio channel. Based
on the decision epochs, the actions to be selected by the optimal
controller can be determined. Let A(x) be the set of actions
available in state x ∈ X . Equation (21), shown at the bottom
of the page, defines all the possible values taken by an action
a ∈ A(x). Note that there are four groups of actions. The first
group stands for the acceptance in RATi. For instance, the
action a = 0 means the incoming request will be connected
to RAT1, a = 1 means the incoming request will be connected
to RAT2, and so on. The second group refers to the handoff
from RATi to region As. For instance, a = M means a handoff
from RAT2 to RAT1. The third group defines the application of
the load balancing procedure in a specific region. For instance,
a = 2M − 1 means the application of load balancing in region
A2. Finally, the action a = 3M − 2 means that the optimal
controller will not or cannot do anything.

3) Expected Time Until the Next Decision Epoch: The ex-
pected time until the next decision epoch τx(a) is defined as
the inverse of the sum of the rate of all constituent processes.
Thus, for a state x ∈ X and an action a ∈ A(x), τx(a) is given
by (22), shown at the bottom of the page.

4) Transition Probabilities: Let pxy(a) be the probabil-
ity that in the next decision epoch, the system will be
in state y ∈ X considering that the current state is x =
(l1, . . . , li, hi, . . . , lM , hM , e) ∈ X and a controlling action
a ∈ A(x) is selected. Let ex denote the value of e in state

X=

{
x=(l1, . . . , li, hi, . . . , lM , hM , e) :

M∑
k=1

lk≤B1;hi≤Bi; e=2, 3 and l1>0; e∈{M+3, . . . , 2M+1} and hi>0

e ∈ {2M + 2, . . . , 3M} and li > 0; e ∈ {3M + 1, . . . , 4M − 1} and hi > 0

}
(19)

e=

⎡
⎢⎣

0︸︷︷︸
Usermoving from
As→i(2≤i≤M)

andvice−versausing
RAT1 radio resources

1 2 3︸︷︷︸
Event inAs

1−Arrival of a newcall
2−Arrival of horiz.handoff

3−Call departure

4, . . . ,M + 2︸ ︷︷ ︸
Arrival of new call
in Ai(2≤i≤M)

M+3, . . . , 2M+1︸ ︷︷ ︸
Usermoving from
Ai→s(2≤i≤M)

using RATi resources

2M+2, . . . , 3M︸ ︷︷ ︸
Call completionin

Ai(2≤i≤M)
using RAT1 resources

3M+1, . . . , 4M−1︸ ︷︷ ︸
Call completionin

Ai(2≤i≤M)
using RATi resources

⎤
⎥⎦
T

(20)

a =

(
0, . . . ,M − 1︸ ︷︷ ︸

Accept in RATi(1≤i≤M)

M, . . . , 2M − 2︸ ︷︷ ︸
Handoff from RATi→1(2≤i≤M)

2M − 1, . . . , 3M − 3︸ ︷︷ ︸
Loadbalancing in Ai(2≤i≤M)

3M − 2︸ ︷︷ ︸
Donothing

)
(21)

τx(a) =
1

Λ + λhh +
B1∑
l1=1

l1μAhs
+

M∑
i=2

B1∑
l1=1

l1μAsi
+

M∑
i=2

B1∑
li=2

liμAi
+

M∑
i=2

Bi∑
hi=1

hiμAi
+

M∑
i=2

B1∑
li=1

liμc +
M∑
i=2

Bi∑
hi=1

hiμc

(22)
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x ∈ X . For all feasible x, y ∈ X , the following cases for pxy(a)
can occur.

1) User moving from region As to Ai (2 ≤ i ≤ M), and
vice versa, using the RAT1 radio resources (ex = 0). To
reduce the handoff rates throughout the system, which
may become critical when the number of inner RATs
grows, the optimal controller will keep the mobile user
linked with RAT1, then the action a = 3M − 2 will
always be selected. Therefore, we have the following
state transitions: 1) With probability l1μAsi

τx(a),
the system will transit to y = (l1 − 1, . . . , li + 1,
hi, . . . , lM , hM , e). 2) With probability liμAi

τx(a), it
goes to y = (l1 + 1, . . . , li − 1, hi, . . . , lM , hM , e).

2) Arrival of a new call in region As (ex = 1) with prob-
ability λAs

τx(a). In this case, there are three possible
actions: 1) Accept in RAT1, where a = 0 is selected
under the condition that 1 +

∑M
k=1 lk ≤ B1. In this

case, y = (l1 + 1, . . . , li, hi, . . . , lM , hM , e). 2) Perform
the load balancing procedure when 1 +

∑M
k=1 lk > B1,

where a ∈ {2M − 1, . . . , 3M − 3} is taken considering
the RATs that satisfy the conditions li > 0, 1 + hi ≤ Bi

(2 ≤ i ≤ M). In this case, y = (l1 + 1, . . . , li − 1, hi +
1, . . . , lM , hM , e). 3) When no RAT meets the previous
requirements, a = 3M − 2, and y = x.

3) Arrival of a horizontal handoff in regionAs (e
x = 2) with

probability λhhτx(a). In this case, the optimal controller
defines the same rules and conditions used for ex = 1.

4) Call departure in region As (ex = 3) with probabil-
ity l1μAhs

τx(a). In this case, there are two possible
actions: 1) Perform the load balancing procedure in
the RATs that satisfy the condition hi > 0 (2 ≤ i ≤
M). In this case, a ∈ {2M − 1, . . . , 3M − 3} and y =
(l1 − 1, . . . , li + 1, hi − 1, . . . , lM , hM , e). 2) The op-
timal controller may choose not to perform the load
balancing and select the action a = 3M − 2 that leads to
y = (l1 − 1, . . . , li, hi, . . . , lM , hM , e).

5) Arrival of a new call in region Ai (2 ≤ i ≤ M),
(ex ∈ {4, . . . ,M + 2}), with probability λAi

τx(a). In
this case, we have the following scenarios: 1) If
hi = 0 and 1 +

∑M
k=1 lk ≤ B1, then the optimal con-

troller may pick either a = 0 or a ∈ {1, . . . ,M −
1}. In this case, y = (l1, . . . , li + 1, hi, . . . , lM , hM , e)
or y = (l1, . . . , li, hi + 1, . . . , lM , hM , e). Otherwise, if
1 +

∑M
k=1 lk > B1, then the only available action is to

accept in the ith RAT; therefore, a ∈ {1, . . . ,M − 1},
and y = (l1, . . . , li, hi + 1, . . . , lM , hM , e). 2) If hi > 0,
1 +

∑M
k=1 lk ≤ B1, and 1 + hi ≤ Bi; hence, it is possi-

ble to select both RATs as recipients of the incoming call.
However, if only RAT1 (respectively, RATi) has room
to admit the incoming call, then action a = 0 (respec-
tively, a ∈ {1, . . . ,M − 1}) will be selected, which will
increase by one unit the load in the corresponding RAT.
3) When 1 +

∑M
k=1 lk > B1, 1 + hi > Bi, but 1 + hj ≤

Bj (2 ≤ j ≤ M) for j �= i, then the optimal controller
may choose to perform the load balancing procedure
considering the jth RAT by selecting an action a ∈
{2M − 1, . . . , 3M − 3}. In this case, y = (l1, . . . , li +

1, hi, lj − 1, hj + 1, . . . , lM , hM , e). 4) Finally, when all
the previous conditions are not fulfilled, then a = 3M −
2, and y = x.

6) User moving from region Ai (2 ≤ i ≤ M) to As

using the RATi radio resources, (ex ∈ {M + 3, . . . ,
2M + 1}), with probability hiμAi

τx(a). The follow-
ing scenarios are supported by the optimal controller:
1) If 1 +

∑M
k=1 lk ≤ B1, then the optimal controller

will perform the vertical handoff by selecting a ∈
{M, . . . , 2M − 2} that will result in y = (l1 + 1, . . . ,
li, hi − 1, . . . , lM , hM , e). 2) When RAT1 is full, then the
load balancing procedure will be invoked. In such a situ-
ation, if li > 0, lj > 0, and 1 + hj ≤ Bj (2 ≤ j ≤ M)
for j �= i, then the optimal controller will select an action
a ∈ {2M − 1, . . . , 3M − 3}. If the ith RAT is chosen,
then y = (l1 + 1, . . . , li − 1, hi, . . . , lM , hM , e). Other-
wise, we will have y = (l1 + 1, . . . , li, hi − 1, lj − 1,
hj + 1, . . . , lM , hM , e). 3) The action a = 3M − 2 will
be selected when no RAT meets the previous require-
ments and y = (l1, . . . , li, hi − 1, . . . , lM , hM , e), which
means that the handoff will be forced to terminate.

7) Call completion in region Ai (2 ≤ i ≤ M) using the
RAT1 radio resources, (ex ∈ {2M + 2, . . . , 3M}), with
probability liμcτx(a). In this case, we have the fol-
lowing: 1) When the call leaves RAT1, the optimal
controller may perform load balancing or do nothing.
Thus, if li > 0, hi > 0, and hj > 0 (2 ≤ j ≤ M) for
j �= i, then the optimal controller may choose the ith or
the jth RAT by selecting the action a ∈ {2M − 1, . . . ,
3M − 3}, which will lead to y = (l1, . . . , li, hi − 1, . . . ,
lM , hM , e) or y = (l1, . . . , li − 1, hi, lj + 1, hj − 1, . . . ,
lM , hM , e), respectively. Alternatively, the optimal con-
troller may choose to do nothing and select the ac-
tion a = 3M − 2 that will result in y = (l1, . . . , li − 1,
hi, . . . , lM , hM , e). It should be noticed that if there is no
call in progress in the ith RAT, then it is not available to
participate in the load balancing procedure. 2) When no
call meets the above requirement, the only feasible action
will be a = 3M − 2.

8) Call completion in region Ai (2 ≤ i ≤ M), (ex ∈
{3M + 1, . . . , 4M − 1}), using the RATi radio re-
sources with probability hiμcτx(a). For this case, we
have the following: 1) Similarly to the last case, the op-
timal controller may choose to perform a load balancing
procedure (a ∈ {2M − 1, . . . , 3M − 3}) or do nothing
(i.e., a = 3M − 2). Therefore, if hi > 0, li > 0, and
hj > 0 (2 ≤ j ≤ M) for j �= i, then y = (l1, . . . , li, hi −
1, . . . , lM , hM , e) if the ith RAT is chosen or y =
(l1, . . . , li − 1, hi, lj + 1, hj − 1, . . . , lM , hM , e), other-
wise. Optionally, the action a = 3M − 2 may be se-
lected, which will lead the system to y = (l1, . . . , li, hi −
1, . . . , lM , hM , e). 2) If li = 0 or hj = 0, then the optimal
controller will select action a = 3M − 2.

9) For any other setting, pxy(a) = 0.

5) Cost: Based on the action a ∈ A(x) taken and the system
state x ∈ X , a cost Cx(a) is incurred. Equation (3) defines
the cost structure used to regulate the behavior of the optimal
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controller. Thus, whenever an action is taken to increase the
load and the power consumption in an inner RAT, it leads to a
cost fi. Conversely, when it decreases the load and the power
consumption in an inner RAT, a reward (i.e., negative cost) is
gained, which is given by −fi. The cost structure Cx(a) is
completely defined in (23), shown at the bottom of the page.

6) Optimization Problem and Value Iteration Algorithm: Let
ζ denote a stationary policy and ψx(ζ) be its average cost.
Let Z(t) be the total cost incurrent up to time t, where t ≥ 0.
Denote Ex,ζ as the expectation operator when the initial state
x0 = x ∈ X and the policy ζ is used. Then, the limit, i.e.,

ψx(ζ) = lim
t→∞

1
t
Ex,ζ [Z(t)]

exists for all x ∈ X [36]. Our optimization problem then is
to minimize ψx(ζ) among all policies, i.e., to determine ψ∗ ≤
ψx(ζ) for all x ∈ X , which is the minimal average cost whose
optimal policy is ζ∗.

In this paper, the value iteration algorithm is applied to
derive the optimal policy. The principle behind this method is
to approximate the minimal average cost through a sequence
of value functions Vn(x) for all x ∈ X . The value functions
provide lower and upper bounds on the minimal average cost,
which iteratively converge to the minimal average cost. The
value iteration algorithm is specified as follows [36].

Step 0: Choose V0(x) such that 0 ≤ V0(x) ≤
mina{Cx(a)/τx(a)} for all x ∈ X . Choose a
number τ with 0 < τ < minx,a τx(a). Let n := 1.

Step 1: Compute the recursive function Vn(x), x ∈ X , from

Vn(x) = min
a∈A(x)

⎡
⎣Cx(a)

τx(a)
+

τ

τx(a)

∑
y∈X

pxy(a)Vn−1(y)

+

(
1 − τ

τx(a)

)
Vn−1(x)

⎤
⎦ .

Let ζ(n) be a stationary policy whose actions mini-
mize the right-hand side of the recursive function.

Step 2: Compute the bounds

mn = min
y∈X

{Vn(y)− Vn−1(y)} and

Mn = max
y∈X

{Vn(y)− Vn−1(y)} .

The algorithm is stopped with policy ζ(n) when
0 ≤ (Mn −mn)/mn ≤ ε, where ε is a prespecified
accuracy number. In this paper, ε = 10−10. Other-
wise, go to Step 3.

Step 3: n := n+ 1 and go to Step 1.

After a finite number of iterations, the algorithm termi-
nates and outputs a policy ζ(n) whose average cost function
ψx(ζ(n)) satisfies 0 ≤ (ψx(ζ(n)) − ψ∗)/ψ∗ ≤ ε for all x ∈ X .

The optimal policy ζ∗ is a decision rule f : X → A that dic-
tates the action f(x) ∈ A(x) each time the system is observed
in the state x ∈ X [36]. Under ζ∗, the underlying CTMC model
is solved. To this end, its infinitesimal generator matrix Q is
built following the specifications of the optimal policy. From
that point on, taking into account the normalization condition∑

s∈S π(s) = 1, one can compute the steady-state probability
vector π by solving the system of linear equations πQ = 0
using standard numerical techniques. In this paper, we have
used the successive over-relaxation (SOR) method [37].

7) Performance Metrics: The blocking probability of new
calls in region As (PBPAs

), the blocking probability of new
calls in region Ai (PBPAi

), the forced termination probability
of horizontal-handoff calls in region As (PFTAs

), and the
forced termination probability of vertical-handoff calls in re-
gion Ai (PFTAi

) are computed considering that the occurrence
of these events happens when action a = 3M − 2 is taken for
the value of ex corresponding to the event of interest (EoI).
For instance, let PEoI(a = 3M − 2) in (24), shown below, be
a probability of the EoI when action a = 3M − 2 is chosen.
Then, if ex = EoI = 1, we have the blocking probability of
new calls in region As (i.e., PEoI(a = 3M − 2) = PBPAs

). On
the other hand, if ex = EoI ∈ {M + 3, . . . , 2M + 1}, then we
have the forced termination probability in the ith region (i.e.,
PEoI(a = 3M − 2) = PFTAi

), and so on. Thus

PEoI(a = 3M − 2) =
∑

x∈X:ex=EoI

π(x). (24)

Cx(a) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 ∀ ex a = 3M − 2

0 ex = 1, 2, {4, . . . ,M + 2} a = 0

fi ex = 1, 2 a ∈ {2M − 1, . . . , 3M − 3}
−fi ex = 3 a ∈ {2M − 1, . . . , 3M − 3}
fi ex ∈ {4, . . . ,M + 2} a ∈ {1, . . . ,M − 1}
fi ex =∈ {4, . . . ,M + 2} a ∈ {2M − 1, . . . , 3M − 3}
0 ex ∈ {M + 3, . . . , 2M + 1} a ∈ {M, . . . , 2M − 2}
fi ex ∈ {M + 3, . . . , 2M + 1} a ∈ {2M − 1, . . . , 3M − 3}
−fi ex ∈ {2M + 2, . . . , 3M} a ∈ {2M − 1, . . . , 3M − 3}
−fi ex ∈ {3M + 1, . . . , 4M − 1} a ∈ {2M − 1, . . . , 3M − 3}

(23)
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Based on the assumption that the mobile users are uniformly
spread over the region covered by RAT1, the average blocking
probability PABP of a new call is computed as follows:

PABP =
λAs

PbpAs
+
∑M

i=2 λAi
PbpAi

Λ
. (25)

The bandwidth utilization is computed as the ratio of the
number of busy radio resources to the total available bandwidth
[35]. Let URAT1

and URAT2≤i≤M
denote the bandwidth utiliza-

tion of RAT1 and the ith RAT, respectively. With π(s), these
can be calculated using (26) and (27), shown at the bottom of
the page, respectively.

According to the power consumption model presented in
Section III-B, the average power consumption in the ith RAT
(PCRATi

) is calculated following (28), shown at the bottom of
the page. With PCRATi

, we can easily compute the the average
power savings in the ith RAT (2 ≤ i ≤ M), which is ex-
pressed as

PSi
= 100 ×

(
PTi − PCRATi

PTi

)
, for all 2 ≤ i ≤ M. (29)

C. Implementation-Friendly QoS-Aware Energy-Efficient
JRRM Model

In practice, the optimal policy may be calculated offline, and
the state–action pair could be stored in the JRRM server as a
lookup table, so that every time a system state is visited, the
optimal action is selected by the JRRM controller. While this
procedure is quite feasible, it may become challenging to be ap-
plied in large-scale wireless networks such as a DenseNet—the
next generation of HetNets—since it will entail a system with
a large number of inner RATs. In such scenario, issues related
to the lack of structure of the optimal policy [38] and the size
of the lookup table [39] might become critical; therefore, the
design of effective suboptimal policies would be required. From
that perspective, we have proposed an implementation-friendly
JRRM scheme. For the random events presented in Fig. 2,
this JRRM scheme performs based on the CTMC model. This
model is described in the sequel.

1) System State and State Space: Let S be a finite set of sys-
tem states and s ∈ S. The state of the multidimensional CTMC

model representing the HetNet is defined as s = (l1, . . . ,
li, hi, . . . , lM , hM ), where li (1 ≤ i ≤ M) and hi (2 ≤ i ≤
M) were already introduced in (19). Let φ ∈ S be the set of
system states, where

∑M
k=1 lk < T , and hi > 0. These states

are labeled infeasible because only RAT1 is active when its
radio resource occupancy is below the threshold value T . Thus,
along with the capacity constraints presented in (19), the state
space containing all feasible states is formally defined as

S=

{
s :

M∑
k=1

lk≤B1;hi≤Bi;

M∑
k=1

lk < T and hi=0

}
. (30)

2) Arrival of a New Call in Region As: In this region, an
arrival of a new call can only be handled by RAT1 because
it lies solely under its coverage. Therefore, with rate λAs

,
the system leaves the current state s toward state s′ = (l1 +

1, . . . , li, hi, . . . , lM , hM ) if
∑M

k=1 lk < B1. On the other hand,
when RAT1 is full, and there are mobile users using its radio
resources in the regions covered by noncongested RATs, the
proposed JRRM scheme performs load balancing using (7)
and accepts the incoming call on RAT1. Thus, if fi = f ∗,
the system will evolve from the current state s to state s′ =
(l1 + 1, . . . , li − 1, hi + 1, . . . , lM , hM ) with rate λAs

. In this
case, if more than one RAT has the same f ∗ value, then the
JRRM scheme may choose any of these RATs. Furthermore, if
only one RAT is available and satisfies the criterion: li > 0 and
hi < Bi (2 ≤ i ≤ M), then this RAT will be chosen to perform
load balancing. Let sbp ∈ S be a subset of states satisfying the
following conditions:

sbp =

{
s ∈ S|

M∑
k=1

lk = B1 and li = 0 or hi = Bi

}
. (31)

The arrival of a new call in any state s ∈ sbp will be blocked
since there is no radio resource to carry it on RAT1, and there is
no possibility to apply the load balancing.

3) Arrival of a Horizontal-Handoff Call in Region As: An
arrival of a horizontal-handoff call in RAT1 is processed as an
arrival of a new call in region As. This way, assuming that the
conditions described in Section V-C2 hold, if l1 > 0, the system
will transit from state s to state s′, as previously described, but

URAT1
=

1
B1

(
B1∑
l1=1

· · ·
B1∑
li=1

Bi∑
hi=0

· · ·
B1∑

lM=1

BM∑
hM=0

M∑
k=1

lkπ(l1, . . . , li, hi, . . . , lM , hM )

)
(26)

URAT2≤i≤M
=

1
Bi

B1∑
l1=0

· · ·
B1∑
li=0

Bi∑
hi=1

· · ·
B1∑

lM=0

BM∑
hM=0

hiπ(l1, . . . , li, hi, . . . , lM , hM ) (27)

PCRATi
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

B1∑
l1=0

· · ·
B1∑
li=0

· · ·
B1∑

lM=0

BM∑
hM=0

Δiπ(l1, . . . , li, 0, . . . , lM , hM ), if hi = 0

B1∑
l1=0

· · ·
B1∑
li=0

Bi∑
hi=1

· · ·
B1∑

lM=0

BM∑
hM=0

(P0i + hiPrri)π(l1, . . . , li, hi, . . . , lM , hM ), if hi > 0
(28)



CARVALHO et al.: QoS-AWARE ENERGY-EFFICIENT JRRM IN MULTI-RAT HetNets 6353

with rate λhh. Now, let sft ∈ S be a subset of states satisfying
the following condition:

sft = {s ∈ S|l1 > 0}
⋂

sbp. (32)

Any handoff attempts during these system states will result in
a premature interruption of the service due to the lack of radio
resources to ensure the service provision.

4) Call Departure From Region As: When a mobile user
performs a horizontal handoff or finishes its call in region As,
the JRRM checks the RAT1 status before triggering the state
transition. If l1 > 0 and

∑M
k=1 lk < T , then the system moves

from state s to state s′ = (l1 − 1, . . . , li, hi, . . . , lM , hM ) with
rate l1μAhs

. Otherwise, if
∑M

i=k lk = T , then it is verified
whether there are active BTSs. If there are no active BTSs,
i.e., hi = 0, the system will transit to the same state with the
same rate. When hi > 0, the load balancing will be performed
using (6) to alleviate the traffic load in the selected RAT.
Note that the goal here is to empty, as quickly as possible,
the active BTSs, which maximizes the linear combination of
the normalized traffic load and the normalized total power
consumption. Hence, if fi = f ∗, the system will evolve from
state s to state s′ = (l1 − 1, . . . , li + 1, hi − 1, . . . , lM , hM )
with rate l1μAhs

. Similarly, if more than one available RATs
have the same f ∗, the JRRM scheme may choose one of
them randomly. If there is only one active BTS, there is no
need to invoke the decision-making mechanism, and the load
balancing procedure is directly performed using it. Finally,
when

∑M
i=k lk > T , the system will change from state s to state

s′ = (l1 − 1, . . . , li, hi, . . . , lM , hM ) with rate l1μAhs
.

5) Arrival of a New Call in Region Ai (2 ≤ i ≤ M): When
a new call arrives in region Ai, it will be handled by RAT1 if∑M

k=1 lk < T . In this case, the system will evolve from the cur-
rent state s to state s′ = (l1, . . . , li + 1, hi, . . . , lM , hM ) with
rate λAi

. Otherwise, if
∑M

k=1 lk ≥ T , the call will be carried
by the targeted RAT. In this case, we have s′ = (l1, . . . , li, hi +
1, . . . , lM , hM ) with rate λAi

. When the target RAT is full, the
call will be carried by RAT1, as long as it has enough room
to accommodate it. In this situation, the system will evolve
from state s to state s′ = (l1, . . . , li + 1, hi, . . . , lM , hM ) with
rate λAi

. However, when both the RAT1 and the targeted RAT
are full and there are other active RATs, (7) will be invoked
to select a RAT to perform the load balancing. As a result, if
fj = f ∗,

∑M
k=1 lk = B1, hi = Bi, lj > 0, hj < Bj (2 ≤ j ≤

M), and j �= i, then the system will move from state s to
state s′ = (l1, . . . , li + 1, hi, lj − 1, hj + 1, . . . , lM , hM ) with
rate λAi

. If there is only one RAT available, which satisfies the
requirements lj > 0, hj < Bj (2 ≤ j ≤ M), and j �= i, then
it will be directly selected. Let sbpi ∈ S be a subset of states
satisfying the following conditions:

sbpi =

{
s ∈ S|

M∑
k=1

lk = B1 and hi = Bi and lj = 0 or

hj = Bj and j �= i

}
. (33)

The arrival of new calls in the ith RAT in states s ∈ S that
falls inside sbpi will be blocked since the system will be unable
to provide the radio resources to ensure the call acceptance.

6) User Moving From Region As to Region Ai (2 ≤ i ≤
M), and Vice Versa, Using RAT1 Radio Resources: As pre-
viously discussed, the JRRM scheme will keep the mobile
users connected with the RAT1. Thus, if l1 > 0, the sys-
tem will evolve from state s to state s′ = (l1 − 1, . . . , li +
1, hi, . . . , lM , hM ) with rate l1μAsi

. Similarly, if li > 0, a
mobile user will move from region Ai to region As with rate
liμAi

, and the system state will change from state s to state
s′ = (l1 + 1, . . . , li − 1, hi, . . . , lM , hM ).

7) User Moving From Region Ai (2 ≤ i ≤ M) to Region As

Using RATi Radio Resources: To resume its communication
seamlessly, a vertical handoff has to be performed when a
mobile user leaves the ith RAT toward RAT1 before ending its
call. In this case, regarding the system configuration, the CTMC
model will evolve from state s to different states. Thus, if hi >
0 and T ≤

∑M
k=1 lk < B1, the system will move from the cur-

rent state s to state s′ = (l1 + 1, . . . , li, hi − 1, . . . , lM , hM )
with rate hiμAi

. In cases where RAT1 is unable to handle this
call due to lack of radio resources, i.e.,

∑M
k=1 lk = B1, but

li > 0 and lj > 0, hj < Bj (2 ≤ j ≤ M), and j �= i; (7) will
be invoked to select an available active RAT to perform the
load balancing. Hence, if fi = f ∗, the system will transit from
state s to state s′ = (l1 + 1, . . . , li − 1, hi, lj, hj , . . . , lM , hM )
with rate hiμAi

. Otherwise, if fj = f ∗, the system will evolve
from state s to state s′ = (l1 + 1, . . . , li, hi − 1, lj − 1, hj +
1, . . . , lM , hM ) with the same rate. It should be noted that if
only the ith RAT meets the specified requirement, then the load
balancing procedure will be directly applied on it. On the other
hand, if li = 0 and lj > 0, hj < Bj (2 ≤ j ≤ M), and j �= i;
then, (7) will be invoked again, but without involving the ith
RAT. Let sfti ∈ S be a subset of states satisfying the following
conditions:

sfti =

{
s ∈ S|

M∑
k=1

lk = B1 and hi > 0 and li = 0 and

lj = 0 or hj = Bj and j �= i

}
. (34)

A mobile user that moves from region Ai to region As in
a state s ∈ sfti will suffer a forced termination of its call. In
this case, the system will transit from the current state s to state
s′ = (l1, . . . , li, hi − 1, . . . , lM , hM ) with rate hiμAi

.
8) Call Completion in Region Ai (2 ≤ i ≤ M) Using RAT1

Radio Resources: When the mobile user ends its call before
moving out of region Ai and the RAT1 radio resource occu-
pancy is lower than the threshold value T , the system will
evolve from the current state s to state s′ = (l1, l2, h2, . . . , li −
1, hi, . . . , lM , hM ) with rate liμc. The same transition will
occur if

∑M
k=1 lk = T and hi = 0. On the other hand, provided

that hi > 0, (6) will be invoked to select a RAT to have its
load reduced. In this case, if fi = f ∗, the system will leave
the current state s and move to state s′ = (l1, . . . , li, hi −
1, . . . , lM , hM ) with rate liμc. It is worth mentioning that
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Fig. 3. State of the multidimensional CTMC for B1 = B2 = B3 = 3 and
T = 1.

immediately after releasing the RAT1 radio resource, an ongo-
ing call of the ith RAT will be transferred from the ith RAT to
RAT1 to alleviate its traffic load and reduce its power consump-
tion. On the other hand, if fj = f ∗, the system will move from
the current state to state s′ = (l1, . . . , li − 1, hi, lj + 1, hj −
1, . . . , lM , hM ) with rate liμc. This way, the released RAT1

radio resource will now be used to reduce the traffic load of
the jth RAT (2 ≤ j ≤ M) and j �= i.

It should be noted that when the ith RAT is inactive, i.e.,
hi = 0, it is not a candidate in the decision-making procedure.
Furthermore, when it is active, the system will evolve consid-
ering only that RAT in the load balancing procedure. Finally,
when

∑M
k=1 lk > T and there are ongoing users finishing their

calls, the system will directly transit from state s to state s′ =
(l1, . . . , li − 1, hi, . . . , lM , hM ) with rate liμc without invoking
the load balancing procedure.

9) Call Completion in Region Ai (2 ≤ i ≤ M) Using RATi

Radio Resources: When the mobile user ends its call in the
ith RAT, the system configuration is evaluated to check if the
load balancing applies. This way, if

∑M
k=1 lk = T , hi > 0,

li > 0, hj > 0 for j �= i; then, (6) will be invoked to decide
which RAT will have its load alleviated. Therefore, if fi = f ∗,
the system will move from the current state s to state s′ =
(l1, . . . , li, hi − 1, . . . , lM , hM ) with rate hiμc. Otherwise, it
will move from the current state to state s′ = (l1, . . . , li −

1, hi, lj + 1, hj − 1, . . . , lM , hM ) with rate hiμc, as long as
fj = f ∗. Furthermore, if hj = 0 (2 ≤ j ≤ M) for j �= i or
li = 0 (2 ≤ i ≤ M) or

∑M
k=1 lk > T , then the CTMC model

will directly move from the current state s to state s′ =
(l1, . . . , li, hi − 1, . . . , lM , hM ) with rate hiμc.

10) State Transition Diagram: Due to the complexity of
the multidimensional CTMC model previously introduced, it
is rather impractical to graphically represent a complete state
transition diagram even for a small-scale HetNet. Thus, we
provide in Fig. 3(a) and (b) an example of a particular state and
all the possible transitions from/to it for a HetNet composed
of three RATs (M = 3), assuming that B1 = B2 = B3 = 3,
α = 0.75, PT2 = 400 W, PT3 = 300 W, and T = 1. We focus
on the state s = (l1 = 1, l2 = 1, h2 = 1, l3 = 1, h3 = 1) ∈ S,
which gives f2 = 0.5 and f3 = 0.4375.

In Fig. 3(a), it can be observed that when a new call or a
horizontal-handoff call arrives into the system with rate λAs

+
λhh, the proposed JRRM accepts the incoming service request
by performing the load balancing procedure, and the system
moves from state s = (1, 1, 1, 1, 1) to state s′ = (2, 1, 1, 0, 2).
It should be noted that the load balancing procedure is executed
because RAT1 is full, there are users in regions A2 and A3 using
its radio resources, and RAT2 and RAT3 are not full. Thus, since
f3 < f2, the JRRM scheme deallocates the radio resource used
by an ongoing mobile user in region A3 (l3) and allocates it
to the incoming request in region As, transferring that ongoing
mobile user from RAT1 to RAT3. When a mobile user moves
from region As to region A2 and is connected to RAT1, the
JRRM scheme will keep the ongoing call associated with the
same RAT. As a result, the system will transit from state
s = (1, 1, 1, 1, 1) to state s′ = (0, 2, 1, 1, 1) with rate μAs2

. It
should be noted that the next state transitions in a clockwise
direction follow the same principle. An arrival of a new call in
region A2 will be accepted by the JRRM scheme into RAT2 as
long as it has space to room it, and the RAT1 radio resource
occupancy is greater than the predefined threshold. Therefore,
the system will leave state s = (1, 1, 1, 1, 1) and move to state
s′ = (1, 1, 2, 1, 1) with rate λA2

. The same principle applies for
an arrival of a new call in region A3. When a mobile user con-
nected to RAT2 moves to region As, a vertical-handoff process
is triggered. In this case, there is no radio resource available
in the RAT1 region; therefore, the load balancing procedure is
invoked to redistribute the radio resources among the ongoing
calls in the region. After transferring an ongoing call supported
by RAT1 in region A3 to RAT3, the JRRM scheme performs
the vertical-handoff procedure, and the system will transit from
state s = (1, 1, 1, 1, 1) to state s′ = (2, 1, 0, 0, 2) with rate μA2

.
In a similar way, the JRRM scheme will deal with a mobile
user connected to RAT3 that moves to region As. The following
state transitions are the call departure in region As and the call
completion in regions A2 and A3. These transitions follow the
standard state-dependent service rate concept used in classical
queuing theory [37]. Based on the above methodology, the state
transitions to state s = (1, 1, 1, 1, 1), as shown in Fig. 3(b), can
be similarly obtained.

11) Performance Metrics: Consider the state space defined
in (30) and the random events described in Section V-C2–C9
as the entries of the infinitesimal generator matrix Q
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representing the implementation-friendly CTMC model. After
mounting Q, we use the SOR method [37] to find the steady-
state probability vector π. With π, we can compute the perfor-
mance metrics.

Equation (31) determines the conditions under which the
blocking of a new call occurs in region As. Thus, PBPAs

is
given by

PBPAs
=

∑
s∈sbp

π(s). (35)

Similarly, (32) defines the conditions under which the forced
termination probability of horizontal-handoff calls happens in
region As. Thus, PFTAs

is expressed as

PFTAs
=

∑
s∈sft

π(s). (36)

Considering the summation of the probabilities of all states
that satisfy (33), we obtain the blocking probability of new calls
in region Ai (2 ≤ i ≤ M), i.e.,

PBPAi
=

∑
s∈sbpi

π(s). (37)

Similarly, the forced termination probability of the vertical-
handoff calls in region Ai (2 ≤ i ≤ M), PFTAi

, is obtained
by the summation of the probabilities of all states that satisfy
(34), i.e.,

PFTAi
=

∑
s∈sfti

π(s). (38)

The average blocking probability, bandwidth utilization, av-
erage power consumption in the ith RAT (2 ≤ i ≤ M), as well
as the average power savings in the ith RAT (2 ≤ i ≤ M) are
computed using (25)–(29).

D. Computational Complexity

We examine the computational aspects of the proposed
JRRM schemes. To obtain the optimal policy, we initially
need to build the Markov process, which means constructing
a set of states x ∈ X in which each state is defined by a
2M -tuple of nonnegative integers. This procedure is performed
in O(B1 + 1 ×B1 + 1 ×B2 + 1 × · · · ×B1 + 1 ×Bi + 1 ×
· · · ×B1 + 1 ×BM + 1 × 4M). Next, the constraints that de-
fine the feasible states are verified to construct the final
multilinear set. The action space A is mounted considering
the number of controlling actions per state, which is done
in O(A(x1)×A(x2)× · · · ×A(xi)× · · · ×A(xmax)), where
xmax is the last state in the set. Finally, the classical value
iteration algorithm is applied, which has computational com-
plexity of O(AX2) [40]. Under the optimal policy, the CTMC
model is solved. In this paper, we have used the SOR method
[37], which quickly converges to the steady-state distribu-
tion probability, despite the fact that its convergence has not
been mathematically determined [37]. On the other hand,
the computational complexity of the implementation-friendly
algorithm consists of building a multilinear set where each

TABLE I
SYSTEM SETTING FOR PERFORMANCE EVALUATION

state s ∈ S is a (2M − 1)-tuple of nonnegative integers. This
procedure is done in O(B1 + 1 ×B1 + 1 ×B2 + 1 × · · · ×
B1 + 1 ×Bi + 1 × · · · ×B1 + 1 ×BM + 1). After applying
the system constraints to define the feasible states, the SOR
method is again applied to find the steady-state distributions
probability. To sum up, the optimal JRRM scheme takes longer
time to run compared with the implementation-friendly scheme.

VI. NUMERICAL RESULTS

We consider a HetNet with three RATs: a macrocell (RAT1)
and two inner RATs (RAT2 and RAT3), each of which has
its own BTS power consumption profile specified according
to [4]. The full set of network parameters used in the numer-
ical evaluation is outlined in Table I. The number of radio
channels in the HetNet is computed in such a way that the
blocking probabilities and forced termination probabilities stay
around 2% for a given total offered traffic load Λ/μc. This
way, for Λ/μc = 14.45, we have PBPAs

≈ 0.02, PBPA2
≈

PBPA3
≈ 0.01, PABP ≈ 0.02, PFTAs

≈ 0.02, PFTA2
≈ 0.01,

and PFTA3
≈ 0.01.

A. Performance Comparison

We compare the performance of the proposed JRRM
schemes against that of a chosen benchmark scheme. Although
there is a variety of energy-efficient algorithms for wireless
networks in the literature, it is difficult to find an algorithm
that shares the same features assumed in our scenario. In
addition, most of the approaches proposed in the literature rely
on system-level simulations, whereas our framework consists
of analytical models. In this sense, we selected the FBSMA
[10] because a HetNet in which the macrocell always stays
on has been considered. The main idea behind this algorithm
consists in activating only the PAs needed to carry the actual
offered traffic load, given the total number of radio resources
computed according to the total offered traffic load Λ/μc and a
prespecified QoS profile. In the use of this benchmark scheme,
we have assumed that a new call or horizontal-handoff call
will be accepted in region As, as long as there is an available
radio resource [26]. Moreover, we have assumed that the mobile
users moving from region As to region Ai (i = 2, 3) will keep
the connection with the macrocell, and vice versa, if they are
using the RAT1 radio resources. Moreover, a new call in region
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Fig. 4. Blocking probabilities of new calls for different E[V ] and Λ/μc values.

Ai will be handled by the ith RAT provided that there is a
radio resource to room the call; otherwise, it will be accepted
by the macrocell on the condition that it has an idle radio
resource. A vertical-handoff call will be accepted by RAT1

if it has space to accommodate the call; otherwise, it will be
forced to terminate. In terms of the power saving strategy, the
considered benchmark scheme does not perform the activation
and deactivation of the entire BTS site, and its performance was
determined by means of a CTMC model.

Figs. 4–7 show the system performance for the proposed
JRRM schemes compared with that of the benchmark scheme,
taking into account an increase in the offered traffic load Λ/μc,
two mobile user average speed profiles (E[V ] = 1 and 20 m/s), a
threshold T = 10, and a weighting factor α = 0.5.

Fig. 4(a) shows that all the schemes have their blocking
probabilities of new calls in region As increased when the
offered traffic load Λ/μc and the mobile user average speed
E[V ] increased, but due to the load balancing procedure, the

proposed JRRM schemes outperform the benchmark scheme.
Note that for a low-speed mobile user, the implementation-
friendly JRRM scheme performs slightly better than the optimal
controller. This occurs because the optimal policy (described in
the Appendix) seeks to empty the inner RATs, which makes
the load in the macrocell heavier. However, as the mobile
users move fast, the optimal controller achieves the lowest
probability.

Considering the blocking probabilities of new calls in regions
A2 and A3, Fig. 4(b) and (c) shows that for a low-speed mobile
user, the benchmark scheme and the implementation-friendly
JRRM scheme achieve a similar performance. However, for
a high-speed mobile user, the benchmark scheme achieves
a superior performance compared with the implementation-
friendly JRRM scheme. This is attributed to the fact that when
the velocity of users increases, the number of horizontal handoff
(respectively, vertical handoff) requests in the entire region also
increases. To successfully deal with these requests in regionAs,
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Fig. 5. Forced termination probabilities of handoff calls for different E[V ] and Λ/μc values.

Fig. 6. Bandwidth utilization in each RAT for different mobile E[V ] and Λ/μc values.

the load balancing procedure starts to dynamically redistribute
the traffic load among RAT1, RAT2, and RAT3. As such, be-
cause the radio resources of RAT2 and RAT3 in the benchmark
scheme are dedicated to cope with their own offered traffic load,
they can support more new incoming calls. However, since the
optimal JRRM scheme makes an optimized use of the radio
resources (see Appendix), it has the lowest blocking probability
in both regions. Finally, Fig. 4(d) shows that irrespective of
Λ/μc and E[V ], the proposed JRRM schemes outperform
the benchmark scheme. It indicates that from the aggregated
HetNet performance standpoint, the proposed JRRM schemes
make a more efficient use of the common pool of radio
resources.

In Fig. 5, it can observed that compared with the benchmark
scheme, the proposed JRRM schemes achieve the lowest forced

termination probabilities of handoff calls in all the regions of
the HetNet. Based on the fact that, from a user perspective,
the forced termination of a handoff call is more annoying
than the blocking of a new call, it can be concluded that the pro-
posed JRRM schemes are more effective and efficient than the
benchmark scheme in prioritizing the handoff calls. Notably,
the optimal controller outperforms the implementation-friendly
JRRM scheme. However, the difference in performance comes
at the cost of an increase in the complexity of the policy.

Fig. 6 shows bandwidth utilization in every RAT comprising
the HetNet. As expected, the bandwidth utilization in RAT1

[as shown in Fig. 6(a)] is higher when it operates according
to the proposed JRRM schemes. This occurs because they
deactivate the inner RATs by handing off their traffic loads to
the macrocell. Indeed, the optimal controller (see the Appendix)
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Fig. 7. Average power savings for RAT2 and RAT3 for different E[V ] and Λ/μc values and power saving strategies.

seeks to empty the inner RATs to save energy, and the load
balancing procedure is applied to ensure QoS provisioning.
Consequently, with the proposed JRRM schemes, the band-
width utilizations in RAT2 and RAT3 are the lowest possible,
particularly when the optimal controller is operating under a
low offered traffic load, leading to the highest average power
savings in both RATs, as shown in Fig. 7. Moreover, in Fig. 7,
it can be observed that the benchmark scheme also presents the
lowest average power savings in RAT2 and RAT3, particularly
for low-speed mobile users. This phenomenon occurs because
these users tend to stay longer in those RATs using their radio
resources.

Fig. 7 displays a performance comparison between
both types of power saving strategies. Focusing on the
implementation-friendly JRRM scheme, it can be observed
that while the PA-only switching-on/off procedure achieves

a substantial level of power saving (up to almost 63%), the
switching-on/off procedure of the entire BTS site achieves
remarkable levels of power savings (up to almost 100%), par-
ticularly for low traffic load where the energy efficiency has
been envisioned to lead to better results. Regarding the optimal
JRRM scheme, it can be seen that it reaches a similar level
of power savings. However, as the traffic load increases, its
power saving levels decay at a slower rate than those of the
implementation-friendly JRRM scheme.

In summary, it can be concluded that the optimal controller
presents the best performance, particularly in terms of the
achieved power savings. However, the optimal policy may be
complex (see the Appendix). Given this fact, the adoption of
the implementation-friendly JRRM scheme may be useful for
MNOs. Therefore, the following sections are meant to unveil
the implementation-friendly properties.



CARVALHO et al.: QoS-AWARE ENERGY-EFFICIENT JRRM IN MULTI-RAT HetNets 6359

Fig. 8. Average power savings in RAT2 and RAT3 considering both power
saving strategies: activation and deactivation of the entire BTS site and PA only.

B. Analysis of Threshold and Weighting Factor

We study how the implementation-friendly JRRM scheme
can be fine tuned to save more power by properly setting thresh-
old T and weighting factor α. We consider that Λ/μc = 14.45,
E[V ] = 10 m/s, whereas T and α are varying parameters.

As shown in Fig. 8, by increasing threshold T , the average
power savings in RAT2 and RAT3 also increase, irrespective of
the adopted power saving strategy. It can also be observed that
there is a considerable upward shift on the average power saving
value when the entire BTS site switching-on/off procedure
is adopted. For instance, when considering RAT2, and T =
15, and α = 0.0, it can be observed that the average power
savings can reach up to 60% when the PA-only switching-on/off
procedure is selected (respectively, more than 90% when the
switching-on/off procedure of the entire BTS site is chosen).
The same trend is observed for RAT3. When α = 1, a signifi-
cant difference in the average power savings is observed. This
can be attributed to the fact that for this setting, the load bal-
ancing procedure takes into account only the normalized traffic
load as the criterion. Therefore, RAT2 is more often selected
than RAT3. Indeed, RAT2 is the smallest RAT, and according to
the assumption that mobile users are uniformly distributed over
the HetNet, it has the lowest traffic load. Therefore, the average
power saving is higher for RAT3 compared with that obtained
for RAT2. For the other settings, when the energy factor is taken
into account in the load balancing procedure, the situation is
the opposite as long as the total power consumption of RAT2 is
much higher than that of RAT3. In this case, the JRRM scheme
will select RAT3 as often as possible.

Fig. 9(a) shows the bandwidth utilization in RAT1, RAT2,
and RAT3, whereas Fig. 9(b) portrays the contributions of the
mobile users to the bandwidth utilization of RAT1 in regions
As, A2, and A3. It can be observed that regardless of α, the
bandwidth utilization of RAT1 quickly rises as threshold T
increases. This is due to the fact that the higher the threshold
T is, the longer is the duration that RAT2 and RAT3 will remain
deactivated. As a consequence, their bandwidth utilizations

drastically drop due to the increase in threshold T . In Fig. 9(b),
it can be observed that this drop is outweighed by an increase in
the bandwidth utilization of RAT1 due to the presence of mobile
users in regions A2 and A3, which are mostly served by RAT1

when threshold T increases. It can also be observed that mobile
users in region As have a fixed contribution to the bandwidth
utilization of RAT1.

C. Finding the Desirable Threshold Setting

The results described previously have shown that the
implementation-friendly JRRM scheme may be considered as
a viable solution to achieve an eco-friendly network operation
by properly setting threshold T on the macrocell radio
resources. In this respect, we propose a systematic approach
(shown in Fig. 10) to find the desirable threshold T ∗ setting,
given a prespecified power saving level Dps and the employed
power saving strategy. In a nutshell, the algorithm iteratively
increases the threshold T value between 0 andB1 and compares
the achieved average power saving PSi

, (2 ≤ i ≤ M) against
the prespecified power saving level for all inner RATs. After
finding the prespecified power saving level for all inner RATs
or ending its search in the whole set of threshold values, the
algorithm returns the desirable threshold T ∗ setting or informs
that the prespecified power saving level Dps cannot be achieved
for the current network configuration if at least one RAT does
not satisfy this specification. For this algorithm, we consider
that α < 1 since an energy-efficient network design is assumed.

Table II presents an analysis of how the algorithm presented
in Fig. 10 performs for different prespecified power saving
levels Dps. It is assumed that α = 0.0, and the same scenario
described in the previous section is considered. Therefore,
Fig. 8 can be used for comparison purposes. Table II shows
that, independently of the chosen power saving strategy, when
Dps increases, the desirable threshold T ∗ setting also increases
to reach the prespecified energy savings for all inner RATs.
Initially, for Dps = 38%, both power saving strategies meet
the desired specification. It is worth mentioning that when the
option of switching on/off the entire BTS site is adopted, the
algorithm meets Dps with T ∗ = 0. On the other hand, when
the option of switching on/off the PAs only is considered,
the obtained threshold is T ∗ = 13. The next specification, i.e.,
Dps = 45%, is only satisfied when the option of switching
on/off the entire BTS site is adopted. In this case, it can be
observed that for the option of switching on/off the PAs only,
the average power savings of RAT3, i.e., PS3

, is 40.44%, which
is below the prespecified power saving level. For the last test,
the algorithm is unable to meet the prespecified power saving
level Dps = 90% for both power saving strategies.

VII. CONCLUSION

We have proposed two QoS-aware energy-efficient JRRM
schemes for HetNets, which ensure energy savings while pre-
serving the system performance. The optimal JRRM scheme
achieved remarkable levels of energy savings and system
performance. However, its optimal policy may be intricate,
which makes it challenging to be deployed in practice.
Although outperformed by the optimal JRRM scheme, the
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Fig. 9. Bandwidth utilization: (a) RAT1, RAT2, and RAT3. (b) Contributions due to regions As, A2, and A3 in RAT1.

Fig. 10. Flowchart of the desirable threshold setting procedure.

implementation-friendly JRRM scheme also considerably re-
duces the power consumption of the inner RATs while keeping
the system performance. Thus, it can be used in practice as
a feasible eco-friendly design solution for MNOs in dense
urban areas.

In this paper, to provide a fair comparison with the
implementation-friendly JRRM scheme, we have used (3) and

(23) as the decision-making criteria to govern the optimal
JRRM scheme’s dynamic. Nevertheless, it is worthy to mention
that other criteria might be used for the system design. An
example is the weighted sum of the total normalized traffic load
and the BTS power consumption for all inner RATs. For this
criterion, rather than considering the inner RATs individually,
we take all of them into account.
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TABLE II
ANALYSIS OF THE DESIRABLE THRESHOLD T SETTING

Fig. 11. Arrival of a new call in region A2.

To obtain further energy efficiency gains, the proposed
JRRM schemes could be refined considering the following
directions.

• We consider that the activation of inner RATs is trig-
gered when the load in macrocell reaches the threshold
value. This procedure could be enhanced through the
application of the sequential activation process, which
turns on only the RATs covering regions supporting on-
going connections while keeping the remainder off saving
energy.

• We consider a general multi-RAT HetNet and design
JRRM schemes that are applicable to it. However, when
the HetNet is formed by a massive number of low-power
BTSs, as will be expected in an LTE HetNet, the power
consumption could be optimized if the load balancing
shifts the macrocell load to the small cells after their
activation. At the limit, the macrocell could be turned off,
saving even more energy.

APPENDIX

STRUCTURE OF THE OPTIMAL POLICY

Here, we provide some examples of the optimal policy
structure in region A2. As follows, we adopt the following con-
vention: a) denotes the acceptance in RAT1; b) denotes
the acceptance in RAT2; c) denotes the load balancing in
region A2; d) � denotes the load balancing in region A3;
e) denotes the vertical handoff from RAT2 to RAT1; f)
denotes the action “doing nothing.” Given the complexity of
the optimal policy, only the settings considering Λ/μc = 14.45,
E[V ] = 20 m/s, α = 0.5, l2 = 1 for h3 = 0, 2, 4, and the BTS
activation/deactivation are outlined.

Fig. 11 shows that new calls in region A2 are often served
by RAT1, whereas RAT2 and RAT3 are only demanded when
RAT1 is full. In this sense, the incoming request is only blocked
when it is not possible to accept it in RAT2 or perform the
load balancing. Fig. 12 shows that when the vertical handoff
cannot be directly performed, the optimal controller calls the
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Fig. 12. User moving from region A2 to region A1 using RAT2 radio resources.

Fig. 13. Call completion in region A2 using RAT1 radio resources.

load balancing procedure. In this case, RAT3 is the preferable
option. However, as the its load becomes heavier, it is no longer
chosen.

Fig. 13 shows that when a call leaves RAT1, the optimal con-
troller seeks to empty RAT2 and RAT3. Given the higher power

consumption in RAT2, it is selected more frequently. In this
regard, RAT3 is only chosen when RAT2 is idle. Fig. 14 follows
the same reasoning. It should be noted that when there is no
call in progress in RAT3, the optimal controller does nothing
[see Fig. 14(a)]. When RAT3 is 50% loaded [see Fig. 14(b)],



CARVALHO et al.: QoS-AWARE ENERGY-EFFICIENT JRRM IN MULTI-RAT HetNets 6363

Fig. 14. Call completion in region A2 using RAT2 radio resources.

the decision is to empty RAT2. However, when it is full, and
RAT2 is experiencing a light traffic load, then RAT3 is selected
by the optimal policy. However, as the load in RAT2 grows, it
becomes the best option again.
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