
8794 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 10, OCTOBER 2016

This is because the proposed scheme requires only a small buffer size
to achieve the optimal diversity gain 2K and approach the selection
bound, which yields a short average delay.

VI. CONCLUSION

This paper proposed a max-weight relay selection scheme, in which
each link is assigned with a weight related to the buffer status, then
the qualified link with the largest weight is selected. The closed-form
expression for the outage probability and the diversity gain was derived
by introducing several MCs to model the evolution of the buffer
status. In contrast to the existing max-link relay selection scheme,
the proposed scheme can achieve the optimal diversity gain for a
small buffer size, i.e., L ≥ 3, which implies that it efficiently exploits
relay buffers without suffering from long packet delay. Future work of
interest is to extend the proposed max-weight scheme to other more
complicated networks, such as cognitive relay networks and multiple-
access relay networks.
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Abstract—In this paper, we investigate the problem of dynamic spec-
trum access for small-cell networks using a graphical game approach.
Compared with existing studies, we take the features of different cell
loads and local interference relationship into account. It is proven that the
formulated spectrum access game is an exact potential game (EPG) with
the aggregate interference level as the potential function, and the Nash
equilibrium (NE) of the game corresponds to the global or local optima
of the original optimization problem. A lower bound of the achievable
aggregate interference level is rigorously derived. Finally, we propose an
autonomous best response (BR) learning algorithm to converge toward
its NE. It is shown that the proposed game-theoretic solution converges
rapidly, and its achievable performance is close to the optimum solution.

Index Terms—Dynamic spectrum access, fifth-generation (5G) networks,
potential game, small-cell networks.

I. INTRODUCTION

Small cell is an enabling technology for fifth-generation (5G)
networks since it has been regarded as the most promising approach
for providing a thousand-fold mobile traffic over the next decade [1].
Technically, the use of very dense and low-power small cells exploits
the following two fundamental effects [2]: 1) The decreasing distance
between the base station and the user leads to higher transmission
rates, and 2) the spectrum is more efficiently exploited due to the
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improved spectrum spatial reuse ratio. As the network becomes denser,
temporal–spatial variations of mobile traffic can be observed, and the
small cells are usually deployed randomly and dynamically [3]. As a
result, traditional centralized optimization approaches, e.g., the graph
coloring algorithm [4], cannot be applied in practice. To overcome this
shortage, there are some distributed spectrum access approaches using,
e.g., the sensing-based access approach [5], utility-based learning ap-
proach [6], reinforcement-learning-based self-organizing scheme [7],
coalitional-game-based scheme [8], evolutionary-game-based scheme
[9], and hierarchical dynamic game approach [10].

However, there are two limitations in existing distributed ap-
proaches: 1) The fact that the small cells have different loads was
not addressed, i.e., most existing work assumed that there is only
one mobile user (MU) in each small cell; and 2) the feature of local
interference due to the low transmission power, e.g., the transmission
of a small cell only directly affects its nearby cells, was not considered.
In this paper, we consider load-aware dynamic spectrum access for
small-cell networks, taking into account different cell loads and a local
interference relationship.

In this paper, we consider a sensing-based autonomous spectrum ac-
cess mechanism, i.e., a small cell transmits on the channels which are
detected idle [5]. In such scenarios, it is desirable to decrease the num-
ber of neighboring cells choosing the same channel [4]. We first define
a new optimization metric to capture the interference among the small
cells. Then, we formulate the spectrum access problem as a graphical
game and propose a self-organizing distributed spectrum access algo-
rithm. To summarize, the contributions of this paper are as follows.

1) We formulate the spectrum access problem for the small cells
as a graphical game, taking the inherent features of different
cell loads and local interference relationship into account. It is
proved that it is an exact potential game (EPG) with the aggre-
gate interference level as the potential function; furthermore, the
Nash equilibrium (NE) of the game corresponds to the global or
local optima of the original problem. Moreover, a lower bound
of the aggregate interference level is rigorously derived.

2) We propose an autonomous best response (BR) algorithm to
converge toward the NE of the game. Compared with the stan-
dard BR algorithm, the proposed algorithm converges rapidly
and is scalable when the number of small cells becomes large.
Simulation results show that its performance is very close to the
global optimum.

Note that game-based spectrum access approaches for small-cell
networks have been extensively studied [6]–[12]. In methodology, the
differences in this paper are as follows. First, in the existing work, it
is assumed that there is only one serving MU in each cell, and the
task is to choose an operational channel. When different cell loads
are considered, each cell generally needs multiple channels rather
than one channel. However, existing game-theoretic optimization with
singleton action selection cannot be applied. Second, we consider a
graphical game model, i.e., the direct interaction only exists between
neighboring users and hence is significantly different from previous
global interactive game models, i.e., the interaction emerges among
all users. Finally, we define a new metric to capture the interference
relationship among neighboring small cells.

The remainder of this paper is organized as follows. In Section II,
the system model and problem formulation are presented. In
Section III, the graphical game model is formulated and analyzed, and
an autonomous BR learning algorithm is proposed to achieve its NE.
Finally, simulation results and discussion are presented in Section IV,
and conclusion is drawn in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a small-cell network consisting of N small-cell access
points (SAPs), where each SAP serves several MUs. It is assumed
that the small cells and the macrocell operate on orthogonal chan-
nels; hence, the main optimization objective is to eliminate mutual
interference among the small cells. Note that this assumption has been
extensively used in previous work [4], [6], [13]–[15]. Moreover, it is
in line with the Third-Generation Partnership Project (3GPP) [16] and
particularly represents the scenarios in the LTE-U network [17], which
is an active research topic.

There are M channels available for the SAPs. Denote the SAP set
as N , i.e., N = {1, . . . ,N}, and the available channel set as M,
i.e., M = {1, . . . ,M}. It is shown that, as the small cells become
denser in 5G networks, the more spatial load fluctuation is observed
by each SAP [2]. To capture such a fluctuation, it is assumed that
each SAP chooses Kn channels for data transmission of the MUs. The
number Kn can be regarded as the load of each SAP, which is jointly
determined by the number of active MUs and their traffic demands.1

Similar to previous work [6], [11], [12], we focus on the spectrum
access problem and do not consider the problem of optimizing the
required number of channels of each SAP. In practice, some simple
but efficient approaches, e.g., the one proposed in [13], can be applied
to estimate the cell load.

Due to the spatial distribution and lower transmission power of
SAPs, the transmission of a small cell only directly affects the neigh-
boring small cells [4], [13], [14], [18]. To characterize the interference
relationship among the small cells, the following interference graph
is introduced. Specifically, if the distance dij between SAP i and j is
lower than a threshold d0, then they interfere with each other when
transmitting on the same channel. Therefore, the potential interference
relationship can be captured by an interference graph G = {V,E},
where V is the vertex set (the SAP set) and E is the edge set,
i.e., V = {1, . . . , N} and E = {(i, j)|i ∈ N , j ∈ N , dij < d0}. For
presentation, denote the neighboring SAP set of SAP n as Jn, i.e.,
Jn = {j ∈ N : dnj < d0}.

If two or more neighboring small cells choose the same channel,
mutual interference may occur. Thus, to mitigate interference among
the small cells, it is desirable to allocate nonoverlapping channels for
them as soon as possible. Denote the choice of channels by SAP n
as an = {c1, c2, . . . , cKn}, ci ∈ M ∀1 ≤ i ≤ Kn. Note that an is a
Kn-combination of M and the number of all possible chosen chan-
nel profiles of player n is CKn

M = (M(M − 1) . . . (M −Kn + 1))/
(Kn(Kn − 1) . . . 1). Motivated by the graph coloring for spectrum
allocation problems [4], we define the experienced interference level
as follows:

sn =
∑
j∈Jn

∑
e∈an

∑
f∈aj

δ(e, f) (1)

where δ(e, f) is the following indicator function:

δ(e, f) =

{
1, e = f

0, e �= f.
(2)

That is, if two selected channels e and f are the same, then the
indication function takes one; otherwise, it takes zero.

The rationale behind the experienced interference level is briefly
explained as follows: In autonomous small-cell networks, a small cell

1Since the users in the small cells are always random and dynamic, it is
hard to allocate spectrum resources based on the instantaneous network state;
instead, it is preferable to allocate spectrum resources according to their loads
in a relatively longer decision period.
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Fig. 1. Considered interference model, in which different colors represent
different channels. To reduce the interference in the network, 1) for intracell
spectrum access, it is mandatory to allocate different channels for the users in
the same cell; and 2) for intercell spectrum access, the number of overlapping
channels should be minimized. According to (1), the interference levels of the
cells are s1 = 1, s2 = 3, s3 = 2, and s4 = 0.

transmits only when the received energy on the dedicated channel is
below a threshold. This is similar to the carrier sense multiple access
and has been regarded as a proposing approach for cognitive small-cell
networks [5] and LTE-U small cells [17]. Therefore, decreasing the
number of interfering cells would increase the achievable throughput.

Note that sn is the number of channels also chosen by the neighbor-
ing SAPs. For an individual SAP n, the interference level sn should
be minimized. From a network-centric perspective, the aggregate
interference level of all the SAPs, i.e.,

∑
n∈N sn should be minimized.

The considered interference model is illustratively shown in Fig. 1.
Thus, we formulate the problem of load-aware spectrum access for
small-cell networks as follows:

P1 : min
∑
n∈N

sn. (3)

It is noted that the definition of the interference model is different
from that of traditional PHY-layer interference. Here, the interference
level is used to characterize the mutual influence among neighboring
SAPs from a higher level view. Such an interference model has also
been applied for single channel selection in opportunistic spectrum
access networks [19]–[22]. In comparison, this paper extends previous
single channel selection to load-aware multiple channel access. With
the allocated channels, the small cell can perform power control to
further reduce the mutual interference among different cells. However,
this problem is beyond the scope of this paper.

III. GRAPHICAL GAME MODEL AND

DISTRIBUTED LEARNING ALGORITHM

To implement self-organizing and distributed spectrum access, we
formulate a graphical game model to address the local interference
relationship among the cells.

A. Graphical Game for Dynamic Spectrum Access

Formally, the spectrum access game is denoted as F =
[N , G, {An}n∈N , {un}n∈N ], where N = {1, . . . ,N} is a set of
players (small cells), G is the potential interference graph among the
players, An = {1, . . . ,M} is a set of the available actions (channels)
for each player n, and un is the utility function of player n. Due to
the limited interference range, the utility function can be expressed
as un(an, aJn), where an is the action of player n, and aJn is the
action profile of the neighboring players of n. Thus, the formulated
spectrum access game belongs to the graphical game [20], [21]. As

discussed before, each small cell prefers a lower interference level,
which motivates us to define the utility function as follows:

un(an, aJn) = −sn (4)

where sn is the experienced interference level of player n, as char-
acterized by (1). The players in the game are selfish and rational to
maximize their individual utilities, i.e.,

(F) : max
an∈An

un(an, aJn) ∀n ∈ N . (5)

To analyze the properties of the formulated spectrum access game,
we first present the following definitions.

Definition 1 (Nash Equilibrium [23]): An action profile a∗ =
(a∗

1, . . . , a
∗
N) is a pure-strategy NE if and only if no player can

improve its utility by deviating unilaterally, i.e.,

un

(
a∗
n, a

∗
Jn

)
≥ un

(
an, a

∗
Jn

)
∀n ∈ N , ∀an ∈ An, an �= a∗

n. (6)

Definition 2 (Exact Potential Game [23]): A game is an EPG if
there exists a potential function φ : A1 × · · · ×AN → R such that for
all n ∈ N , all an ∈ An, and a′

n ∈ An, the following holds:

un(an, aJn)− un (a′
n, aJn) = φ(an, aJn)− φ (a′

n, aJn) . (7)

That is, when an arbitrary player unilaterally changes its selection, the
change in the utility function is the same with that in the potential
function. EPG admits the following two promising features [23]:
1) Every EPG has at least one pure-strategy NE, and 2) an action
profile that maximizes the potential function is also an NE.

Theorem 1: The formulated spectrum access game F is an EPG,
which has at least one pure-strategy NE. In addition, the global optima
of problem P1 are pure-strategy NEs of F .

Proof: To prove this theorem, we first construct the following
potential function:

Φ(an, a−n) = −1
2

∑
n∈N

sn(a1, . . . , aN ) (8)

where sn is characterized by (1).
Recalling that the chosen channels of player n is denoted an =

{c1, c2, . . . , cKn}, define In(ci, aJn) as the set of neighboring players
choosing a channel ci, 1 ≤ i ≤ Kn, i.e.,

In(ci, aJn) = {j ∈ Jn : ci ∈ aj} (9)

where Jn is the neighbor set of player n. Then, we denote

hn(ci, aJn) = |In(ci, aJn)| (10)

as the experienced interference level on channel ci, where |A| is the
cardinality of set A, i.e., the number of elements in |A|. Accordingly,
the aggregate experienced interference level of player n is also given by

sn(an, aJn) =
∑
e∈an

hn(e, aJn). (11)

Now, suppose that an arbitrary player n unilaterally changes its chan-
nel selection from an={c1, c2, . . . , cKn} to a∗

n={c∗1 , c∗2, . . . , c∗Kn
}.

For presentation, we classify the channels into the following three sets.

• C0 = an ∩ a∗
n. That is, the channels in set C0 are chosen by

player n both before and after its unilateral action change. Note
that C0 may be a null set.
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• C1 = an \ {an ∩ a∗
n}, where A \B means that B is excluded

from A. That is, the channels in C1 are only chosen by player n
before its unilateral action change.

• C2 = a∗
n \ {an ∩ a∗

n}. That is, the channels in C2 are only cho-
sen by player n after its unilateral action change.

Then, the change in utility function of player n caused by its action
unilateral action change is given by

un(a
∗
n, aJn)− un(an, aJn) =

∑
e∈C1

hn(e, aJn)−
∑
e∈C2

hn(e, aJn).

(12)
Moreover, the change in the potential function caused by the unilat-

eral change of player n is as follows:

Φ(a∗
n, a−n)−Φ(an, a−n)

=
1
2

{
un (a∗

n, aJn)− un(an, aJn)

+
∑
k∈D1

{
uk

(
ak, a

∗
Jk

)
− uk(ak, aJk

)
}

+
∑
k∈D2

{
uk

(
ak, a

∗
Jk

)
− uk(ak, aJk

)
}

+
∑

k∈D3,k �=n

{
uk

(
ak, a

∗
Jk

)
− uk(ak, aJk

)
}}

(13)

where D1 = ∪e∈C1
In(e, aJn), D2 = ∪e∈C2

In(e, aJn), D3 = N \
{D1 ∪ D2}, and uk(ak, a

∗
Jk
) is the utility function of player k after n’s

unilateral action change. Note that player n belongs to the neighboring
player set of player k, i.e., n ∈ Jk. Since the action of player n only
affects its neighboring players, the following equations hold:

un

(
ak, a

∗
Jk

)
− un(ak, aJk

) = 1 ∀k ∈ D1 (14)
un

(
ak, a

∗
Jk

)
− un

(
ak, aJk

)
= −1 ∀k ∈ D2 (15)

un

(
ak, a

∗
Jk

)
− un(ak, aJk

) = 0 ∀k ∈ D3, k �= n. (16)

Based on (14) and (15), we have∑
k∈D1

{
uk

(
ak, a

∗
Jk

)
−uk(ak, aJk

)
}
= |D1| =

∑
e∈C1

hn(e, aJn) (17)

∑
k∈D2

{
uk

(
ak, a

∗
Jk

)
−uk(ak, aJk

)
}
=−|D2|=−

∑
e∈C2

hn(e, aJn).

(18)

Now, combining (12)–(18) yields the following equation:

Φ(a∗
n, a−n)− Φ(an, a−n) = un (a∗

n, a−n)− un(an, a−n) (19)

which satisfies the definition of EPG, as characterized by (7). Thus, the
formulated spectrum access game F is an EPG, which has at least one
pure-strategy NE. Furthermore, according to the relationship between
the potential function and the network-centric optimization objective,
Theorem 1 is proved. �

Theorem 2: For any network topology, the aggregate interference
level of all the players at any NE point is bounded by U(aNE) ≥
−(

∑
n∈N

∑
j∈Jn

KnKj/M).
Proof: The proof follows the methodology in [21]. For any pure-

strategy NE aNE = (a∗
1, . . . , a

∗
N), the following inequality holds for

each player n ∀n ∈ N :

un

(
a∗
n, a

∗
Jn

)
≥ un

(
ān, a

∗
Jn

)
∀ān ∈ An, ān �= a∗

n (20)

which is obtained according to the definition given in (6). Based on
(20), it follows that:

CKn
M × un

(
a∗
n, a

∗
Jn

)
≥

∑
ān∈An

un

(
ān, a

∗
Jn

)
(21)

where CKn
M is the number of Kn-combinations of the channel set

An (note that |An| = M ). It is seen that
∑

ān∈An
un(ān, a

∗
Jn

)
represents the aggregate experienced interference level of player n as
if it would access all possible channel profiles simultaneously while
the neighboring users still only transmit on their chosen channels. As
a result, it can be calculated as follows:∑

ān∈An

un

(
ān, a

∗
Jn

)
= −CKn−1

M−1

∑
j∈Jn

Kj (22)

where |Jn| is the number of neighboring users of user n. Thus, (21)
can be rewritten as

un

(
a∗
n, a

∗
Jn

)
≥ −

CKn−1
M−1

CKn
M

∑
j∈Jn

Kj = − 1
M

∑
j∈Jn

KnKj . (23)

Finally, it follows that

U(aNE) =
∑
n∈N

un

(
a∗
n, a

∗
Jn

)
≥ −

∑
n∈N

∑
j∈Jn

KnKj

M
(24)

which proves Theorem 2. �
Theorem 2 characterizes the achievable interference bound of the

formulated spectrum access game. Some further discussions are given
in the following.

• If all the players choose only one channel for transmission,
i.e., Kn = 1 ∀n ∈ N , we have U(aNE) ≥ −(

∑
n∈N |Jn|/M),

which corresponds to the result for single channel opportunistic
spectrum access obtained in [21].

• When the number of available channels increases, the bounded
aggregate interference level decreases. In particular, if the number
of channels becomes sufficiently large, i.e., M → ∞, we have
U(aNE)→0. In this case, the spectrum resources are abundant,
and mutual interference among the players are completely elimi-
nated. Moreover, when the network becomes sparse, i.e., decreas-
ing |Jn|, the bounded aggregate interference level also decreases.

B. Autonomous Best Response Learning

As the distributed spectrum access problem now formulated as
an exact potential game, the BR algorithm [23] can be applied to
achieve NE of the game. However, there is a limitation of standard BR
algorithm: Only one player is randomly selected to update its action in
each iteration. Thus, the convergence speed is very slow as the network
becomes dense. To overcome this problem, we propose an autonomous
BR learning algorithm, which converges to the NE rapidly.

The key idea is that multiple users are autonomously selected to
update their selections simultaneously. Specifically, due to the local
interference among the users, multiple nonneighboring can use the
BR rule to update their channel selections [20], [22]. To achieve this,
we assume that there is a common control channel (CCC) available
and a 802.11 DCF-like contention mechanism can be applied at each
CR user. Specifically, each SAP has three states, i.e., free, active,
and inactive, as shown in Fig. 2, and only the active users have the
opportunities to update their channel selections. A brief description of
state transition is as follows2:

• A free SAP generates a backoff timer according to uniform dis-
tribution on an interval, e.g., [0, τmax] for some fixed parameter
τmax. If the backoff timer expires, it becomes active. Then, it
broadcasts an updating request message (URM).

2Note that some similar but preliminary coordination mechanisms have been
proposed in [20] and [22]. In this paper, an improved mechanism is proposed.



8798 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 10, OCTOBER 2016

Fig. 2. Illustrative diagram of the proposed autonomous BR learning algo-
rithm. Using the autonomous contention mechanism, users 1 and 5 can update
channel selections simultaneously.

• If a free SAP hears a URM before its backoff timer expires, it
freezes the timer immediately, enters into the inactive state, and
responds with an updating announce message (UAM).

• If a free SAP hears a UAM before its backoff timer expires, it
also freezes the timer immediately, enters into inactive state, and
keep silent until the next period.

• When an active SAP receives a UAM from its neighbors, it
updates their channel selection using the BR rule. After the
updating, it broadcasts a channel updating message (CUM) to
announce its new channel selection, and they become free again.

• On hearing a CUM message, the inactive users turn to be free
again.

Based on the given state transition, the proposed autonomous learn-
ing algorithm is described in Algorithm 1.

Algorithm 1 Autonomous best response algorithm

1) Initialization: All the SAPs exchange information (the channel
selection) with its neighbors.
2) All SAPs repeatedly perform the following procedure:

Based on the information of its neighbors, each SAP n calculates
the best action selection n as follows:

a(b)
n (i− 1) = arg max

an∈An

un (an, aJn(i− 1)) (25)

where aJn(i− 1) is the action profiles of its neighboring SAPs in
the (i− 1)th iteration. That is, SAP n finds the action a

(b)
n (i− 1)

that maximizes its utility function given the action profiles of the
neighboring SAPs.

If a(b)
n (i− 1) is better than the current selection an(i− 1), SAP

n contends for an updating opportunity using the autonomous co-
ordination mechanism. If the contention is successful, it updates
its channel selection as ak(i) = a

(b)
k (i− 1); otherwise, it keeps the

current action unchanged.

Theorem 3: The proposed autonomous BR learning algorithm con-
verges to a pure-strategy NE point of the formulated spectrum access
game F in finite steps. Therefore, the aggregate interference level in
the small-cell networks is globally or locally minimized.

Proof: It is seen that each updating user always makes its utility
function increasing. As the updating users are nonneighboring, the

Fig. 3. Convergence speed comparison between the standard BR and the
autonomous BR. The number of channels is M = 5.

potential function, as specified by (8), is also increasing. Since the po-
tential function is upper bounded (the maximum value is zero), the algo-
rithm will finally converge to a global or local maximum point of the
potential function in finite steps. Thus, Theorem 3 is proved. �

Surely, we can achieve the global optimal solutions as the potential
function coincides with the objective function of the centralized prob-
lem P1, using the spatial adaptive play [20] or B-logit learning [21].
However, the convergence speed of the optional algorithms is slow.
Therefore, to make it more practically, it should balance the tradeoff
between convergence speed and performance, which is the motivation
of the proposed autonomous learning algorithm.

Remark: Some discussions on the practical implementations of
the autonomous BR learning algorithm are listed in the following.
First, note that it is assumed that the users are truthful in exchanging
information and are obedient in executing the contention mechanism
and the BR update rule. In essence, the presented game-theoretic
solution follows the so-called “engineering agenda” of game theory,
i.e., using games as a tool for distributed control [24]. Second, only at
the initialization phase, each SAP needs to know the current channel
selection profiles of neighboring SAPs. In practice, information ex-
change among neighboring SAPs can be achieved via the backhaul
network or the X2 interference. Third, as the algorithm begins to
iterate, the users broadcast their new selections in the CUM message,
which means that information exchange is no longer intentionally
needed.

IV. SIMULATION RESULTS AND DISCUSSION

We consider a small-cell network deployed in a square region.
When there are 20 small cells, the square region is 200 m × 200 m.
When the number of small cells increases, the square region increases
proportionally to keep the same density. The coverage distance of
each small cell is 20 m, and the interference distance is 60 m. For
presentation, the load of each cell is randomly chosen from a load set
L = {1, 2, 3}.

To begin with, we compare the convergence speed of the au-
tonomous BR and the standard BR. In the standard BR, only one
active user is scheduled to update its action in each iteration, which
can be achieved by token or a gateway. There are five channels
available in the network, and the comparison results of the cumulative
distribution function of the iterations needed for converging are shown
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Fig. 4. Aggregate interference level when varying the number of small cells.
The number of channels is M = 5.

Fig. 5. Aggregate interference level when varying the number of channels. The
number of small cells is N = 20.

in Fig. 3. The results are obtained by simulating five different network
topologies and 1000 independent trials for each network topology. It is
noted from the figure that, for the same size network, e.g., N = 20 or
N = 30, the iterations needed for converging of the autonomous BR
learning algorithm are significantly decreased. Furthermore, when the
network scales up from N = 20 to N = 30, the convergence speed of
the autonomous BR is slightly decreased, whereas that of the standard
BR is largely decreased. The reason is that multiple nonneighboring
users can update simultaneously. Thus, the proposed autonomous BR
algorithm is particularly suitable for large-scale networks.

Second, the aggregate interference level when varying the num-
ber of small cells is shown in Fig. 4. The best and worst NE are
obtained in a quasi-centralized manner. Specifically, assume there is
an omnipotent genie, which knows the cell loads and the interference
relation between the SAPs. We run the standard BR learning algorithm
1000 times and then choose the best (worst) result, respectively. Ac-
cording to Theorem 1, the best NE also serves as global minimum for
the formulated dynamic spectrum access game. It is noted from the fig-
ure that as the network scale increases, the aggregate level increases, as

can be expected. More importantly, it is noted that the performance of
the proposed autonomous BR algorithm is close to the optimum solu-
tion. Moreover, the game-based solution significantly outperforms the
random selection strategy. In addition, the aggregate interference level
when varying the number of channels is shown in Fig. 5. It is noted that
as the number of channels increases, the interference level decreases
as can be expected. In particular, as the number of channels is large,
e.g., M > 9, the interference level becomes moderate. Moreover, the
performance of the autonomous BR algorithm is close to the optimum.

To summarize, the simulation results show that the proposed game-
theoretic converges rapidly, and its performance is close to the opti-
mum solution. More importantly, it is scalable when increasing the
number of small cells, which means that it is suitable in large-scale
networks.

V. CONCLUSION

In this paper, we have investigated the problem of load-aware spec-
trum access for small-cell networks, using a graphical game approach.
Compared with existing work, we took the features of different cell
loads and local interference relationship into account. It is proved that
the formulated spectrum access game is an exact potential game with
the aggregate interference level as the potential function, and NE of the
game corresponds to the global or local optima of the original problem.
Moreover, a lower bound of the aggregate interference level was
rigorously derived. Then, we proposed an autonomous BR learning
algorithm to converge toward the NE of the game. It is shown that the
proposed learning algorithm converges rapidly, and its performance is
close to the optimum solution.

REFERENCES

[1] A. J. Fehske et al., “Small-cell self-organizing wireless networks,”
Proc. IEEE, vol. 102, no. 3, pp. 334–350, Mar. 2014.

[2] P. Rost et al., “Cloud technologies for flexible 5G radio access networks,”
IEEE Commun. Mag., vol. 52, no. 5, pp. 68–76, May 2014.

[3] Y. Xu et al., “A game theoretic perspective on self-organizing optimiza-
tion for cognitive small cells,” IEEE Commun. Mag., vol. 53, no. 7,
pp. 100–108, Jul. 2015.

[4] Y. Meng, J.-D. Li, H.-Y. Li, and P. Liu, “Graph-based user satisfaction
aware fair resource allocation in OFDMA femtocell networks,” IEEE
Trans. Veh. Technol., vol. 64, no. 5, pp. 2165–2169, May 2015.

[5] H. Elsawy, E. Hossain, and D. I. Kim, “HetNets with cognitive small
cells: User offloading and distributed channel access techniques,” IEEE
Commun. Mag., vol. 51, no. 6, pp. 28–36, Jun. 2013.

[6] C. Xu, M. Sheng, X. Wang, C.-X. Wang, and J. Li, “Distributed sub-
channel allocation for interference mitigation in OFDMA femtocells:
A utility-based learning approach,” IEEE Trans. Veh. Technol., vol. 64,
no. 6, pp. 2463–2475, Jun. 2015.

[7] M. Bennis, S. M. Perlaza, P. Blasco, Z. Han, and H. V. Poor, “Self-
organization in small cell networks: A reinforcement learning approach,”
IEEE Trans. Wireless Commun., vol. 12, no. 12, pp. 3202–3212, Jul. 2013.

[8] Z. Zhang, L. Song, Z. Han, and W. Saad, “Coalitional games with overlap-
ping coalitions for interference management in small cell networks,” IEEE
Trans. Wireless Commun., vol. 13, no. 5, pp. 2659–2669, May 2014.

[9] P. Semasinghe, E. Hossain, and K. Zhu, “An evolutionary game for dis-
tributed resource allocation in self-organizing small cells,” IEEE Trans.
Mobile Comput., vol. 14, no. 2, pp. 274–287, Feb. 2015.

[10] K. Zhu, E. Hossain, and D. Niyato, “Pricing, spectrum sharing, and
service selection in two-tier small cell networks: A hierarchical dy-
namic game approach,” IEEE Trans. Mobile Comput., vol. 13, no. 8,
pp. 1843–1856, Aug. 2014.

[11] Q. D. La, Y. H. Chew, and B. H. Soong, “Performance analysis of down-
link multi-cell OFDMA systems based on potential game,” IEEE Trans.
Wireless Commun., vol. 11, no. 9, pp. 3358–3367, Sep. 2012.

[12] S. Buzzi, G. Colavolpe, D. Saturnino, and A. Zappone, “Potential games
for energy-efficient power control and subcarrier allocation in uplink
multicell OFDMA systems,” IEEE J. Sel. Topics Signal Process., vol. 6,
no. 2, pp. 89–103, Apr. 2012.



8800 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 10, OCTOBER 2016

[13] S. Sadr and R. Adve, “Partially-distributed resource allocation in
small-cell networks,” IEEE Trans. Wireless Commun., vol. 13, no. 12,
pp. 6851–6862, Dec. 2014.

[14] E. Pateromichelakis, M. Shariat, A. Quddus, and R. Tafazolli, “Graph-
based multicell scheduling in OFDMA-based small cell networks,” IEEE
Access, vol. 2, pp. 897–908, 2014.

[15] W. Ni and I. B. Collings, “A new adaptive small-cell architecture,” IEEE
J. Sel. Areas Commun., vol. 31, no. 5, pp. 829–839, May 2013.

[16] “Further advancements for E-UTRA, physical layer aspects,” Third-
Generation Partnership Project, Sophia Antipolis Cedex, France,
Tech. Rep. V9.0.0 36.814, Mar. 2010.

[17] “ LTE in unlicensed spectrum: Harmonious coexistence with Wi-Fi,”
Qualcomm Res., San Diego, CA, USA, 2015.

[18] H. Zhang et al., “Weighted sum-rate maximization in multi-cell networks
via coordinated scheduling and discrete power control,” IEEE J. Sel. Areas
Commun., vol. 29, no. 6, pp. 1214–1224, Jun. 2011.

[19] C. Tekin, M. Liu, R. Southwell, J. Huang, and S. Ahmad, “Atomic conges-
tion games on graphs and their applications in networking,” IEEE/ACM
Trans. Netw., vol. 20, no. 5, pp. 1541–1552, Oct. 2012.

[20] Y. Xu, Q. Wu, L. Shen, J. Wang, and A. Anpalagan, “Opportunistic
spectrum access in cognitive radio networks: Global optimization using
local interaction games,” IEEE J. Sel. Topics Signal Process., vol. 6, no. 2,
pp. 180–194, Apr. 2012.

[21] Y. Xu, Q. Wu, L. Shen, J. Wang, and A. Anpalagan, “Opportunistic spec-
trum access with spatial reuse: Graphical game and uncoupled learning so-
lutions,” IEEE Trans. Wireless Commun., vol. 12, no. 10, pp. 4814–4826,
Oct. 2013.

[22] Y. Xu, Q. Wu, L. Shen, J. Wang, and A. Anpalagan, “Distributed channel
selection in CRAHNs with heterogeneous spectrum opportunities: A local
congestion game approach,” IEICE Trans. Commun., vol. E95-B, no. 3,
pp. 991–994, 2012.

[23] D. Monderer and L. S. Shapley, “Potential games,” Games Econ. Behav.,
vol. 14, pp. 124–143, 1996.

[24] J. Marden and J. Shamma, “Game theory and distributed control,” in
Handbook of Game Theory, H. P. Young and S. Zamir, Eds. New York,
NY, USA: Elsevier, 2012.

Achievable Rate of Rician Large-Scale MIMO Channels
With Transceiver Hardware Impairments

Jiayi Zhang, Linglong Dai, Xinlin Zhang, Emil Björnson,
and Zhaocheng Wang

Abstract—Transceiver hardware impairments (e.g., phase noise, in-
phase/quadrature-phase imbalance, amplifier nonlinearities, and quanti-
zation errors) have obvious degradation effects on the performance of
wireless communications. While prior works have improved our knowl-
edge of the influence of hardware impairments of single-user multiple-
input multiple-output (MIMO) systems over Rayleigh fading channels, an
analysis encompassing the Rician fading channel is not yet available. In
this paper, we pursue a detailed analysis of regular and large-scale (LS)
MIMO systems over Rician fading channels by deriving new closed-form
expressions for the achievable rate to provide several important insights
for practical system design. More specifically, for regular MIMO systems
with hardware impairments, there is always a finite achievable rate ceiling,
which is irrespective of the transmit power and fading conditions. For
LS-MIMO systems, it is interesting to find that the achievable rate loss de-
pends on the Rician K-factor, which reveals that the favorable propagation
in LS-MIMO systems can remove the influence of hardware impairments.
However, we show that the nonideal LS-MIMO system can still achieve
high spectral efficiency due to its huge degrees of freedom.

Index Terms—Achievable rate, hardware impairments, large-scale (LS)
multiple-input multiple-output (MIMO), Rician fading channels.

I. INTRODUCTION

By employing multiple antennas at the transceiver, wireless sys-
tems can significantly increase spectral efficiency and transmission
reliability. The capacity of single-user multiple-input multiple-output
(MIMO) systems has been well investigated in the literature [1], [2].
However, most prior works assume that ideal hardware is available
at both the transmitter and the receiver, which is unrealistic in prac-
tice, whereas the performance of practical MIMO systems is usually
affected by transceiver hardware impairments, such as phase noise,
in-phase/quadrature-phase imbalance, amplifier nonlinearities, and

Manuscript received June 3, 2015; revised October 10, 2015; accepted
November 25, 2015. Date of publication December 1, 2015; date of cur-
rent version October 13, 2016. This work was supported in part by the
International Science and Technology Cooperation Program of China under
Grant 2015DFG12760, by the National Natural Science Foundation of China
under Grant 61571270 and Grant 61201185, and by the China Postdoctoral
Science Foundation under Grant 2014M560081. The work of X. Zhang was
supported in part by the Swedish Governmental Agency for Innovation Systems
(VINNOVA) within the VINN Excellence Center Chase and the Swedish
Foundation for Strategic Research. The work of E. Björnson was supported
by the ELLIIT and the CENIIT project 15.01. The review of this paper was
coordinated by Prof. D. B. da Costa.

J. Zhang is with the School of Electronics and Information Engineering,
Beijing Jiaotong University, Beijing 100044, China (e-mail: jiayizhang@bjtu.
edu.cn).

L. Dai, and Z. Wang are with the Department of Electronic Engineering
and the Tsinghua National Laboratory of Information Science and Technology
(TNList), Tsinghua University, Beijing 100084, China (e-mail: daill@tsinghua.
edu.cn; zcwang@tsinghua.edu.cn).

X. Zhang is with the Department of Signals and Systems, Chalmers
University of Technology, 412 96 Gothenburg, Sweden (e-mail: xinlin@
chalmers.se).

E. Björnson is with the Department of Electrical Engineering (ISY),
Linköping University, 581 83 Linköping, Sweden (e-mail: emil.bjornson@
liu.se).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TVT.2015.2504428

0018-9545 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

mailto: jiayizhang@bjtu.edu.cn
mailto: jiayizhang@bjtu.edu.cn
mailto: daill@tsinghua.edu.cn
mailto: daill@tsinghua.edu.cn
mailto: zcwang@tsinghua.edu.cn
mailto: xinlin@chalmers.se
mailto: xinlin@chalmers.se
mailto: emil.bjornson@liu.se
mailto: emil.bjornson@liu.se


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


