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Abstract—The distributed cooperative hybrid caching problem
based on content-awareness in device-to-device networks is stud-
ied in this letter. Besides caching from the base station, nodes
also can cache files from nearby nodes. We also consider the
content similarity between caching nodes, which would reduce
the cost further through caching similar traffic from one source
cooperatively. We model the cost reducing problem as a local
cooperative game, and prove it to be an exact potential game,
which has at least one pure Nash equilibrium (NE). Fortunately,
the potential function is just the aggregate cost of the network,
which means the NE point minimizes the total cost. We modified
the log-linear learning algorithm and designed a half-fixed action
to reduce the strategy space, and with random action to pursue
better performance. The simulation results show that the mod-
ified log-linear learning algorithm achieves better performance
compared with other algorithms, and the content-aware hybrid
caching reduces the cost.

Index Terms—Cooperative hybrid cache, potential game,
content-awareness, log-linear learning algorithm.

I. INTRODUCTION

THE GROWTH of mobile traffic data is rapidly increasing
due to the explosion of smart phones. Many technologies

have been proposed to achieve high channel rates, improve the
spectrum efficiency and increase network capacity. Besides tra-
ditional technologies, caching has drawn researchers’ attention
in recent years due to the high utilization of popular data and
good quality of service.

While providing a possible way to solve heavy traf-
fic data, caching also brings many challenging problems.
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Taghizadeh et al. [1] introduced cooperative caching poli-
cies for minimizing electronic content provisioning cost in
social wireless networks and minimized content provision-
ing cost in networks with demands. The energy efficiency of
caching was also studied through a game-theoretic approach
in [2]. Guo et al. [3] maximized the probability of successful
caching and formulated the problem as a weighted sum util-
ity maximization problem. Das and Abouzeid [4] considered
cooperation between primary and secondary users in shared
spectrum radio networks via caching. Some other researchers
also focused on the caching cost problem. Chen et al. [5]
studied the relationship between offloading gain of the system
and energy cost of caching. And Araldo et al. [6] designed
a cost-aware cache decision to reduce cost. A new peer-to-
peer cooperative caching scheme to minimize the load on the
infrastructure was proposed in [7].

Among these works, the most common problem is deciding
which file should be cached. Besides, to decide where files
should be cached is also an interesting problem, especially
considering the content-aware relationship among caching
nodes. Generally, the caching contents are related to some
popular issues, which brings about the similarity between two
caching nodes. However, the traditional cooperative caching
did not focus on the content-aware issue. The cost will be
smaller when two nodes are caching some similar files from
one source together, compared with two different sources.
Our previous work focused on the group buying in D2D
networks through an overlapping coalition formation game
approach [8]. But the basic cost and sharing cost among nodes
and the influence of multiple file caching were not consid-
ered. Furthermore, caching by each file independently may
also bring about more cost, due to ignoring the files content
relationship among caching nodes. Therefore, designing a bet-
ter caching strategy needs to be studied, which is based on
the content-awareness to improve the caching efficiency and
reduce cost.

In this letter, we consider a hybrid caching in D2D networks,
which means nodes can download file data from not only base
stations but also from nearby nodes. When nodes have files
cached from the base station, it brings about a basic cost
to connect with the base station. Considering popularity of
cached files, there may be similar file requirements among all
nodes. If each node caches data from base stations, there will
be a waste in both the node side and the base station side. To
solve the problem, when two nodes have the same file require-
ment, they can cooperate and download the file only once and
then share the content. In the cooperative caching, the total
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cost contains one time download cost and sharing cost, which
may be smaller than that in the non-cooperative situation. With
the download cost and the basic cost afforded by cooperative
nodes, cost of each node can be reduced. Furthermore, if one
node caches all files from nearby nodes, it will not access the
base station and the basic cost can be saved, with cost reduced.
To summarize, the contributions of this letter are as follows:

• We consider a cooperative hybrid caching based on con-
tent awareness in D2D networks. The hybrid caching
mechanism with data cost and sharing cost is formulated,
and the coupled file caching strategies are discussed.

• The cache cost reducing problem with constraint is mod-
eled as a local cooperative game, and is proved to
be a constraint potential game. The existence of the
generalized Nash equilibrium (GNE) is guaranteed.

• The log-linear learning algorithm is modified with an
extra half-fixed strategy to speed up the convergence. The
algorithm converges to a Nash equilibrium (NE) which
approaches the optimal NE approximately.

Note that some social-aware caching problem can be found
in our previous work [8], [9]. The main differences are: (i) the
caching cost are formulated with different caching mechanisms
and parameters. The caching files are coupled in this letter but
independent in [8]. The sharing cost is considered in this letter
but not in [8] and [9]. (ii) a local cooperative game is modeled
in this letter whereas coalition formation games were modeled
in [8] and [9]. The corresponding algorithms are also different.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this letter, we consider a distributed cooperative caching
problem in D2D networks, as shown in Fig. 1. We consider
two ways of caching, one is from the base station directly, and
the other is from neighbors. Due to the final caching strat-
egy, nodes can be classified into two kinds. The active nodes
download the file data from the base station and share with
neighbors. The silent nodes cache from nearby active nodes
instead of downloading from the base station. In this way,
resources between the base station and cache nodes are saved.
At the same time, caching from nearby nodes is more effec-
tive and less costly than from the base station, and the caching
cost is reduced. Sometimes, due to the similarity of the cache
content, the hierarchical caching may reuse the same content,
which also contributes to reducing cost.

Assume that the cache node set is N = {1, 2, . . . , N}. Each
node has a file queue to be downloaded. For node n, the file
queue is denoted as dn = {dn1, dn2, . . . , dnln} and the length
of the queue is ln. Considering that each node has a capacity
for cache, denoted as cn, the capacity should be no smaller
than the file queue length ln. Assume that there are total Lmax

potential caching files in the network. For caching node n, it
generates ln caching files from the total Lmax files, randomly.
It is assumed that the cache cost from the base station is αn0
per file, which may be related with the distance, the channel
quality or some other issues about node n. For the second
situation, node n might cache files from its neighbors. Due to
the limited power, nodes can only transmit data to their nearby
neighbors instead of to all nodes in the network. The neighbor

Fig. 1. The system model of hybrid cooperative caching and node caching
strategy.

node set of node n is Jn. The cost of the second cache way can
be divided into two parts. For example, node n caches one unit
file data from its neighbor node j. In this situation, node j has
a cost αj0 caching from the base station and a cost αjn sharing
the data with node n. Beside the above cost related to file
caching, to access the base station, the active node may pay
extra cost to achieve the channel access opportunity, which is
denoted as BCn and is afforded by all its file owners.

For node n, the decision an is to schedule the cache strategy
for each file in the queue, as shown in Fig. 1:

an = {
an1, an2, . . . , anln

}
, ani ∈ Jn ∪ {0} (1)

which means file dni would cache from the node ani. Case
ani = 0 stands for downloading data from the base station.
For file dni of node n, if ani = j, the cost of the file can be
formulated as follows:

fni(an, a−n) =
{ BCj+Kjαj0

Kj

1
δj(dni)

+ αjn, j > 0
BCn+Knαn0

Kn

1
δn(dni)

, j = 0,
(2)

where j > 0 means file dni is cached from a nearby node and
there is an extra transmitting cost αjn for transmitting data
from node j to node n. Kj is the total file number of node j
downloaded from the base station. Then the basic cost BCj

would be afforded by all Kj downloaded files. δj(dni) means
the number of the same file with dni. In this way, the basic
cost of node j is afforded by all other nodes in a Shapley
value [10]. The case j = 0 means that the file is downloaded
from base station by itself.

The data cost includes two parts. One is the unit cost for
downloading one file from the base station, which is afforded
by the number of the same files. This indicates that when two
nodes have the same caching file, the better way is to cooper-
ate to download with half cost for each node. This motivates
nodes to make content awareness decisions. The other one
is the basic cost, which is also shared equally with the total
number caching files of the corresponding node. The mecha-
nism decides that the more files, the cheaper the cost will be.
Even if two nodes are not very close in the content awareness
degree, it is still possible for them to cooperate to reduce the
basic cost. The total cost of node n is the sum of all its file
costs. Formally,

rn(an, a−n) =
ln∑

i=1

fni(an, a−n). (3)
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Considering that the total downloaded number of each node
should be smaller than the capacity, the objective of this letter
is to minimize the total cost of all the nodes. Formally,

A = arg min
∑

i∈N ri(an, a−n)

s.t. Kn ≤ cn,∀n ∈ N (4)

III. COOPERATIVE HYBRID CACHING GAME

A. Generalized Local Cooperative Caching Game

Game theory is a useful tool in solving interaction between
multiple players, especially in distributed systems. We for-
mulate the cooperative caching problem as an extensive local
cooperative game. The game is denoted as G = {N , A, E , un},
where N is the node set, A is the action space, and E is the
connective relationship which represents the neighbor set of
each node. The utility function is denoted as un(an, a−n). We
define the utility function as follows:

un(an, a−n) = rn +
∑

i∈Jn

ri +
∑

i∈JJn

ri, (5)

where the second part is the total cost of node n’s neighbor
set and the third part is the total cost of neighbor’s neighbor
not including the second part. It is little different from the
original cooperative model in [11], which only contains the
neighbors’ rewards. The proposed cooperative caching game
is as follows:

G : min un(an, a−n),∀n ∈ N . (6)

B. Analysis of the Nash Equilibrium

In this subsection, we first define the Nash equilibrium (NE)
and exact potential game of game G .

Definition 1 (NE): The file cache decision of all nodes
(a∗

1, a∗
1, . . . , a∗

1) is a pure strategy NE if and only if no user
can improve its utility by deviating unilaterally, i.e.,

u(a∗
n, a∗−n) ≤ u(a′

n, a∗−n),∀n ∈ N ,∀an ∈ A, a′
n 	= a∗

n (7)

Definition 2 (Exact Potential Game) [11]: A game G =
[N , An, Jn, un] is an exact potential game if there exists a
function � such that

�(a∗
n, a∗−n) − �(a′

n, a∗−n) = un(a∗
n, a∗−n) − un(a′

n, a∗−n),

∀a∗
n ∈ An, a′

n 	= a∗
n (8)

The function � is the potential function for the game G .
Theorem 1: The proposed cooperative cache game G is an

exact potential game, which has at least one pure NE.
Proof: Assume the potential function of the game is as

follows:

�(a∗
n, a∗−n) =

∑

i∈N

ri(a∗
n, a∗−n), (9)

which is just the total cost of all nodes in the network.
From the formulation of the cost rn, when node n changes

its decision, its neighbors are influenced directly. What’s more,
the nodes with two hops, neighbor’s neighbors, still have an
influence due to affording cost of the same file with n in

its neighbors. Hence, we design the utility function includ-
ing three partial costs in (5). Then, the three hops nodes are
independent from an.

Assume that node n changes its action from a∗
n to a′−n, then

the change in potential function is

�(a′
n, a∗−n) − �(a∗

n, a∗−n) =
∑

i∈N

ri(a′
n, a∗−n) −

∑

i∈N

ri(a∗
n, a∗−n)

=
∑

i∈n∪Jn∪JJn

ri(a′
n, a∗−n) −

∑

i∈n∪Jn∪JJn

ri(a∗
n, a∗−n)

= un(a′
n, a∗−n) − un(a∗

n, a∗−n). (10)

Hence, the proposed game is proved to be an exact potential
game and has at least one pure Nash equilibrium.

Due to the property of the exact potential function, the Nash
equilibrium of the proposed game is also the solution to the
potential function. The proposed potential function � in this
letter is just the minimum of the total cost. Hence, the NE
in the cooperative caching game approximately minimizes the
total cost at the same time.

Remark: Due to the limited buffer, the strategy space is
varying with other nodes’ caching decisions. The correspond-
ing Nash equilibrium becomes a generalized NE (GNE) and
the GNE existence proof is a little different from the above.
(i) Prove the game with constraint turns into an exact con-
straint potential game, which still keeps the finite improvement
property (ii) Find a point A0 in the constraint action space.
Due to the finite improvement property games, improving
the performance step-by-step, A0, A1, . . . , ANE, a final GNE
would be found in the constraint action space. Therefore, the
GNE existence is proved. More details can be found in [12].

C. Modified Log-Linear Learning Algorithm

To approach the Nash equilibrium, we modify the log-linear
learning algorithm [13] into the distributed cooperative cache
game, shown in Algorithm 1.

Theorem 2: The modified log-linear learning algorithm
converges to the NE points.

Proof: Compared with the traditional log-linear learning
algorithm, our modified algorithm has an extra half-fixed
action and comparison before updating. The half-fixed action
is designed to reduce the solution space with a better average
performance. The comparison is used to keep the probability
to achieve global optimization through random actions. Hence,
the modified mechanisms do not influence the convergence of
the traditional algorithm, which has been proved in [13].

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, three algorithms are compared, the ran-
dom caching which selects the source randomly, the existing
non-overlapping coalition formation algorithm [9], and the
modified log-linear learning algorithm. The existing non-
overlapping algorithm regards all files as an entirety and
caches all files from one source. The basic cost BC = 5 and
the length of the demand queue is 10. The cache capacity is
assumed to be twice the demand length. The cost α0i = 1
and αij = 0.3. In Fig. 2, the average cost of different user
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Algorithm 1 Modified Log-Linear Learning Algorithm

Initialization In j = 0 slot, every node makes the decision
that all files are cached from the base station, an = 0.
Loop j = 1, 2, ...

Node Selection: Select one node to update its strategy ran-
domly. With the help of the information exchange, node n can
calculate its cost rn and utility function un.
Exploration: For node n, it randomly changes its strategy to
a′

n(j + 1). Achieve the new utility function u′
n. Then, user n

generates a half-fixed action a′′
n(j+1), when all files are cached

from one node or base station. Achieve the new utility func-
tion u′′

n . All other nodes keep their strategy unchanged during
this step.
Update : Node n updates its strategy through the following
rule:

Pr[an(j + 1) = an(j)] = exp(βun)
X

Pr[an(j + 1) = amin
n ] = exp(βumin

n )

X

(11)

where umin
n = min(u′

n, u′′
n), X = exp(βun) + exp(βumin

n ) and β

is the learning parameter. amin
n is the corresponding action of

the utility umin
n . All other nodes keep their strategy, a−n(j +

1) = a−n(j). End

Fig. 2. The average cost of different algorithms and transmitting costs.

Fig. 3. The average cost of different demand queue lengths, basic cost and
downloading cost.

numbers N and transmitting cost αij is shown. The modified
log-linear learning algorithm achieves the best results and the
non-overlapping in [9] is close. The costs increase with trans-
mitting cost αij but decrease with user numbers N. This is
because the probability of potential cooperation is increasing
for more users. In Fig. 3, we compared the different demand

queue lengths with basic cost and downloading cost α0i. The
average costs decrease with increasing demand queue lengths,
and decreasing α0i, BC. The modified algorithm is always the
best. Furthermore, from these results, the cost has different
influence to these algorithms. The downloading cost has a
more significant effect in the non-overlapping algorithm than
the modified log-linear algorithm.

V. CONCLUSION

The distributed cooperative hybrid caching problem based
on content awareness in D2D networks was studied in this let-
ter. Besides the base station, cache nodes can also cache files
from nearby nodes according to the content. Nodes can coop-
eratively cache files from nearby nodes to achieve a lower
caching cost. The cost reducing potential problem is mod-
eled as a local cooperative game, and proved to be an exact
potential game, which has at least one pure Nash equilib-
rium. Fortunately, the potential function is just the total cost
of all nodes, which means the NE point minimizes the total
cost approximately. The log-linear learning algorithm is also
modified to converge rapidly and keep a good performance in
large strategy space situations. Simulation results show that the
content-aware hybrid caching achieves a good performance.

REFERENCES

[1] M. Taghizadeh, K. Micinski, S. Biswas, C. Ofria, and E. Torng,
“Distributed cooperative caching in social wireless networks,” IEEE
Trans. Mobile Comput., vol. 12, no. 6, pp. 1037–1053, Jun. 2013.

[2] C. Fang, Y. F. Richard, H. Tao, L. Jiang, and L. Yunjie, “A game theo-
retic approach for energy-efficient in-network caching in content-centric
networks,” China Commun., vol. 11, no. 11, pp. 135–145, Nov. 2014.

[3] Y. Guo, L. Duan, and R. Zhang, “Cooperative local caching under het-
erogeneous file preferences,” IEEE Trans. Commun., vol. 65, no. 1,
pp. 444–457, Jan. 2017.

[4] D. Das and A. A. Abouzeid, “Co-operative caching in dynamic shared
spectrum networks,” IEEE Trans. Wireless Commun., vol. 15, no. 7,
pp. 5060–5075, Jul. 2016.

[5] B. Chen, C. Yang, and A. F. Molisch, “Cache-enabled device-to-device
communications: Offloading gain and energy cost,” IEEE Trans. Wireless
Commun., vol. 16, no. 7, pp. 4519–4536, Jul. 2017.

[6] A. Araldo, D. Rossi, and F. Martignon, “Cost-aware caching: Caching
more (costly items) for less (ISPs operational expenditures),” IEEE
Trans. Parallel Distrib. Syst., vol. 27, no. 5, pp. 1316–1330, May 2016.

[7] N. Kumar and J.-H. Lee, “Peer-to-peer cooperative caching for data
dissemination in urban vehicular communications,” IEEE Syst. J., vol. 8,
no. 4, pp. 1136–1144, Dec. 2014.

[8] L. Ruan et al., “Context-aware group buying in D2D networks: An
overlapping coalition formation game approach,” in Proc. IEEE ICCT,
Chengdu, China, Oct. 2017, pp. 1–5.

[9] Y. Zhang, Y. Xu, and Q. Wu, “Group buying based on social aware in
D2D networks: A game theoretic approach,” in Proc. IEEE/CIC ICCC,
Qingdao, China, Sep. 2017, pp. 1–6.

[10] W. Saad, Z. Han, M. Debbah, A. Hjorungnes, and T. Basar, “Coalitional
game theory for communication networks,” IEEE Signal Process. Mag.,
vol. 26, no. 6, pp. 77–97, Sep. 2009.

[11] Y. Xu, J. Wang, Q. Wu, A. Anpalagan, and Y.-D. Yao, “Opportunistic
spectrum access in cognitive radio networks: Global optimization using
local interaction games,” IEEE J. Sel. Topics Signal Process., vol. 6,
no. 2, pp. 180–194, Apr. 2012.

[12] J. Zheng, Y. Cai, X. Chen, R. Li, and H. Zhang, “Optimal base station
sleeping in green cellular networks: A distributed cooperative framework
based on game theory,” IEEE Trans. Wireless Commun., vol. 14, no. 8,
pp. 4391–4406, Aug. 2015.

[13] Y. Xu, Q. Wu, L. Shen, J. Wang, and A. Anpalagan, “Opportunistic
spectrum access with spatial reuse: Graphical game and uncoupled
learning solutions,” IEEE Trans. Wireless Commun., vol. 12, no. 10,
pp. 4814–4826, Oct. 2013.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingBats
    /ZapfDingbatsITCbyBT-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


