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Anti-Jamming Communications Using Spectrum Waterfall: A Deep
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Abstract— This letter investigates the problem of anti-jamming
communications in a dynamic and intelligent jamming envi-
ronment through machine learning. Different from existing
studies which need to know (estimate) the jamming patterns
and parameters, we use the temporal and spectral information,
i.e., the spectrum waterfall, directly. First, to cope with the
challenge of infinite state of spectrum waterfall, a recursive
convolutional neural network is designed. Then, an anti-jamming
deep reinforcement learning algorithm is proposed to obtain
the optimal anti-jamming strategies. Finally, simulation results
validate the proposed approach. The proposed algorithm does
not need to model the jamming patterns, and naturally has the
ability to explore the unknown environment, which implies that
it can be widely used for combating dynamic and intelligent
jamming.

Index Terms— Anti-jamming, deep Q-network, deep reinforce-
ment learning.

I. INTRODUCTION

ANTI-JAMMING has always been an active research
topic, as wireless transmissions are naturally vulnera-

ble to jamming attacks. The mainstream anti-jamming tech-
niques include Frequency Hopping Spread Spectrum (FHSS)
and Direct-Sequence Spread Spectrum (DSSS) [1]. Recently,
to address the interactions between the legitimate users and the
jammers, game theory has been widely applied in the litera-
ture [2]–[6]. In methodology, these approaches need to know
the jamming strategies, which implies that the legitimate users
are required to estimate the jamming patterns and parameters
from the observed environment. However, with the rapid devel-
opment of artificial intelligence and universal software radio
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peripheral (USRP) [8], the jammers can easily create dynamic
and intelligent jamming attacks. As a consequence, there are
two limitations with regard to estimation-based anti-jamming
communications: i) there may be information loss for unknown
jamming patterns, and ii) if the intelligent jammer switches
its strategies dynamically and intelligently, it is not possible
to track and react it in real time. Thus, it is challenging
and interesting to investigate anti-jamming communication
approaches in dynamic and unknown environment.

To overcome the above limitations, a promising way is to
design new anti-jamming approaches that utilize the spectrum
information with temporal features, which is known as spec-
trum waterfall [9], without estimating jamming patterns and
parameters. These kinds of anti-jamming approaches would
avoid information loss and adapt to the dynamic environment,
as can be expected. In addition, reinforcement learning (RL)
is an effective way to solve the decision problems in dynamic
environment. The widely used technique is Q-learning [10],
which has been used in anti-jamming problems [2], [3], [7].
Unfortunately, Q-learning is not able to deal with the spectrum
waterfall directly because of the infinite environment state.

Motivated by the deep reinforcement learning (DRL) tech-
nique for learning successful control policies from raw
video data in [11], we investigate the anti-jamming prob-
lem in dynamic and intelligent jamming environment. First,
the waterfall spectrum is defined as the state of the environ-
ment to avoid losing the jammer information. Then, a recursive
convolutional neural network (RCNN) is designed to realize
the direct processing of complex environmental state. Finally,
an anti-jamming deep reinforcement learning algorithm
(ADRLA) is proposed. Simulation results show that the pro-
posed ADRAL achieves near optimal performance in various
scenarios. The main contributions are summarized as follows:

• Based on the deep reinforcement learning technique,
a smart anti-jamming communication scheme is pro-
posed. In particular, the spectrum waterfall is defined as a
state, which describes the detail features of jammer more
accurately.

• The proposed algorithm is relying only on the locally
observed information and does not need to estimate
the jamming patterns and parameters of the jammer in
advance, i.e., it is model-free, which can be widely used
in various anti-jamming scenarios.

Note that the most related work is [12], which also adopted
deep reinforcement learning to investigate the anti-jamming
problems. The main differences in this work are as follows:
i) the environment state is presented by extracting features
of signal-to-interference-plus-noise ratio (SINR) and primary
user occupancy in [12], while it is the raw spectrum informa-
tion in this work, and ii) it requires the jammer to have the

1558-2558 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0002-4930-940X
https://orcid.org/0000-0002-7914-5987
https://orcid.org/0000-0001-6796-8364


LIU et al.: ANTI-JAMMING COMMUNICATIONS USING SPECTRUM WATERFALL 999

Fig. 1. System model.

same channel-slot transmission structure with the users in [12].
On the contrary, this requirement does not hold in our work,
which makes the proposed approach more general.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the transmission of one user (a transmitter-
receiver pair) against one or several jammers, as shown
in Fig. 1.1 At time t , under the guidance of the agent, the user
chooses an frequency, denoted by ft ∈ [ fL, fU ] to send

signals with a given power pu = ∫ bu/2
−bu/2 U( f )d f , where U( f )

and bu respectively denote the power spectral density (PSD)
function and bandwidth of baseband signal of user, fL and fU
respectively indicate the starting and termination frequency
of the communication band of user. Jammer j can arbitrarily
select frequency denoted by f j

t and waveform denoted by
baseband PSD function J j

t ( f ). Let gu denote the channel
power gain from the transmitter to the receiver, and g j denote
the gain from the jammer j to the receiver. The received SINR
of user can be expressed as:

β( ft ) = gu pu
∫ ft+bu/2

ft−bu/2

{

n( f ) +
∑J

j=1
g j J j

t ( f − f j
t )

}

d f

, (1)

where n( f ) is the PSD function of noise. Let βth
denote the required SINR threshold for successful trans-
mission, the normalized transmission rate is defined as
μ( ft ) = δ(β( ft ) ≥ βth), where δ(x) = 1 if x is true,
otherwise δ(x) = 0.

The agent, which is disposed at the receiving end, continu-
ously senses the whole communication band. Considering the
coexistence of jamming and user signals, the PSD function at
the receiving end can be expressed as:

St ( f ) = guU( f − ft ) +
J∑

j=1

g j J j
t ( f − f j

t ) + n( f ). (2)

The discrete spectrum sample value is defined as

si,t = 10 log[∫ (i+1)� f
i� f S( f + fL )d f ], where � f is the

resolution of spectrum analysis. Agent determines the
transmission frequency based on the spectrum vector
st = {

st,1, st,2, . . . , st,N
}
, and sends the results to the

transmitter through a reliable control link.
As the environment is unknown and dynamic, it is impos-

sible to obtain the available frequencies directly from envi-
ronment st . Reinforcement learning shows strong learning

1In this letter, we mainly develop the deep reinforcement learning architec-
ture for anti-jamming communications, and we will consider scenarios with
multiple users in the near future.

Fig. 2. The network structure of RCNN.

ability against sweeping and tracking jamming [3], [7]. This
is principally because the jamming actions can be obtained
from the previous state in the above scenarios, and the
anti-jamming problem can be modeled as Markov decision
process (MDP) [3]. For more complex jamming patterns,
i.e., intelligent jamming, jamming actions may be related to
earlier historical state, so we define the environment state as
St = {st , st−1, . . . , st−T +1}, where T denotes the number
of historical states of backtracking. St is a two-dimensional
matrix with a size of T × N , and the thermodynamic chart
of St matrix is called spectrum waterfall, which contains both
frequency and time domain information.

At last, in our anti-jamming MDP, S ∈ {S1, S2, . . .} is
the temporal spread environment state, a ∈ { f1, f2, . . . , fA}
is the frequency action of user, P(S�|S, a) is the transition
probability from the current state S to S� when taking action
a, and r is the immediate reward defined as:

r(at ) = μ(at ) − λδ(at �= at−1), (3)

where λ denotes the cost for frequency switching.

III. ANTI-JAMMING COMMUNICATION SCHEME

Since the environment state is dynamically changed accord-
ing to the unknown probability P(S�|S, a) and the size of the
state-action space is very large in our anti-jamming MDP,
motivated by the DRL technique in [11], we use a deep
convolutional neural network (CNN) to approximate the Q-
function of each state-action pair, which is the expected
discounted long-term reward for state S and action a, i.e.,

Q∗(S, a) = E

{

r + γ max
a� Q∗(S�, a�) | S, a

}

, (4)

where S� is the next state if user takes action a at state S,
and γ is the discount factor.

However, traditional CNN is generally used for image
processing, and its computational complexity is relatively
large. Considering the recursion characteristic of the spec-
trum waterfall, i.e., St+1 = {st+1, S−

t }, where S−
t =

{st , st−1, . . . , st−T +2}, a recursive convolutional neural net-
work (RCNN) is designed to reduce the computational com-
plexity as shown in Fig. 2. Different from the CNN in [11],
RCNN adds one preprocessing layer (PL), replaces the convo-
lution layers (CL) with the recursive CL (RCL), and replaces
the full connection layer (FCL) with recursive FCL (RFCL).

PL Operation: The function of PL is to filter out noise and
reduce unnecessary computation, and the specific operation is
expressed as:

s̃i,t =
{

si,t si,t ≥ nth
0 si,t < nth,

(5)

where nth is the noise threshhold.
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Fig. 3. Updating process of network weights.

RCL Operation: Let Xt , Yt and WC denote the input, ouput
and weights of CL respectively, then Yt = Xt ⊗ WC . Taking
into account the recursive characteristic of the input, that is,
Xt+1 = {xt+1, X−

t }, hence Yt+1 = {xt+1, X−
t }⊗WC . Accord-

ing to the operation of convolution, the recursive formula of
RCL is given by:

Yt+1 = {{xt+1, xt , . . . , xt−K+2} ⊗ WC , Y−
t }, (6)

where K is the kernel size of convolver. Hence, RCL has only
K/T of the ordinary CL computation.

RFCL Operation: Let Xt , Yt and WF denote the input,
ouput and weights of FCL respectively, then Yt = WF Xt and
Yt+1 = WF Xt+1. Let �Xt+1 = Xt+1 −Xt , then the recursive
formula of RFCL can be derived as:

Yt+1 = Yt + WF�Xt+1. (7)

According to the recursive characteristic of the input,
�Xt+1 = {xt+1 − xt , xt − xt−1, . . . , xt−T+2 − xt−T+1},
which reflects the changes of spectrum of adjacent time.
As long as some frequency points remain unchanged at some
time, the computational complexity of FCL can be reduced.

As the above derivation is based on the fact that
WC and WF are constant, the recursive operation in the
training phase needs to be closed, but the normal convolution
and full connection operation is adopted. As shown in Fig. 3,
experiences et = (St , at , rt , st+1) at each time-step t is stored
in data set Dt = (e1, . . . et ), and target values are constructed
as ηi = r + γ max

a� Q(S�, a�; θi−1) by randomly choosing

elements in a uniform distribution e ∼ U(D), where θi is the
parameter of Q-network at iteration i . By assuming that ηi is
the expected output of RCNN with network weight θi when
the input is S, we calculate the difference between real output
Q(S, a; θi) and target value ηi to determine the update of
network parameters. Finally, the gradient of the loss function
with respect to the weight is given by [11]:

∇θi Li (θi ) = Ee
[
(ηi − Q(S, a; θi )) ∇θi Q(S, a; θi )

]
. (8)

Therefore, the network weight θi can be updated based on
the gradient descent algorithm. At last, the proposed algorithm
for anti-jamming communication based on deep reinforcement
learning is presented in Algorithm 1.

IV. NUMERICAL RESULTS AND DISCUSSIONS

In the simulation setting, the user and the jammer combat
with each other in a frequency band of 20MHz. The user
performs a full band sensing every 1ms with � f = 100kHz
and retains the spectrum data within the 200ms. Hence,

Fig. 4. Graphical state in the presence of fixed jamming pattern.

Algorithm 1: Anti-jamming Deep Reinforcement Learning
Algorithm (ADRLA)

Initialize: Set D = ∅, i = 0, θ0 with random weights,
Taining=True, S1 = O(T × N), Close recursive operation.
For t = 1, 2, · · · ,∞ do

If Training then
Choose at via the ε-greedy algorithm

Else
Open recursive operation
Select at = arg max

a
Q(St , a; θ)

End If
Execute action at and compute rt and sense st+1
Store (St , a, r, st+1) in D, update St+1 = {st+1, S−

t }
If Si zeof (D) > N and Training

Sample random minibatch of transistions
(S, a, r, sl+1) from D, S� = {sl+1, S−}
Compute η = r + γ max

a� Q(S�, a�; θi)

Compute ∇θi L(θi ), update θi , and i = i + 1
If i > I terationsMax then Training=Fasle.

End If
End For

the size of matrix St is 200 × 200. The bandwidth of user
signal is 4MHz, and the center frequency is allowed to change
in each 10ms with the step of 2MHz, which means A = 9.
Both signal and jamming are raised cosine waveforms with
roll-off factor α = 0.5, in which jamming power is 30dBm
and signal power is 0dBm. The demodulation threshold βth
at all frequency is set to be 10dB, and the cost of action
change λ is set to be 0.2. According to the above setting,
the peak calculation requirement of ADRLA is 4.456 × 109

floating-point operations per second (FLOPS). The ordinary
multi-core CPU can basically meet this requirement, not to
mention the GPU that can reach the capability of 1012 FLOPS.

Four kinds of jamming scenarios are considered for sim-
ulation: i) Sweeping jamming (sweeping speed is 1GHz/s);
ii) Comb jamming (three fixed frequency signals at 2MHz,
10MHz, and 18MHz); iii) Dynamic jamming (selects sweeping
and comb jamming pattern randomly); iv) Intelligent comb
jamming (selects the frequencies of comb jamming by count-
ing the probability of user’s actions in past 100ms). For all
jamming patterns, the instantaneous bandwidth of the each
jamming tone is set to be 4MHz.

For illustration and presentation, we first give the converging
thermodynamic chart of state in the presence of fixed jamming
patterns in Fig. 4. It is seen from the figure that the sweeping
jamming appears as a diagonal line due to the linear frequency
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Fig. 5. Graphical state in the presence of dynamic and intelligent jamming.

TABLE I

THE PERFORMANCE COMPARISON BETWEEN THE

ADRLA AND THE Q-LEARNING

change and the comb jamming appears as several vertical
stripes corresponding to the several fixed frequency tones.
In addition, the user signal was presented by a rectangular
block, which reflects the selected frequency of the user at
different times. It is noted that there is no overlap between
the user signal and the jamming signal, which shows the anti-
jamming ability of the proposed ADRLA in the fixed jamming
mode.

Secondly, the converging thermodynamic chart of state in
the presence of dynamic and intelligent jamming scenarios
are given in Fig. 5. The red triangles indicate the time that
jamming pattern changes, and the black rectangular blocks
are the user signal being jammed. It is shown that although
the jamming pattern changes dynamically and intelligently,
the user can also avoid jamming effectively, which again vali-
dates that the proposed ADRLA has excellent learning ability
in dynamic environment. In particular, the intelligence of
ADRLA exhibits more incisively and vividly, when again with
intelligent jamming. As shown in the white arrow in Fig. 5(b),
the jamming frequency in the next period is inclined to the
positions where the user signal appears often in the previous
period, according to the intelligent jamming pattern. Although
this jamming rule is not modeled and estimated by the
proposed ADRLA in advance, the agent seems to understand
it by learning, and switchs to positions being selected less in
the previous period. More interestingly, the new actions of user
not only avoid jamming, but also guide the actions of jammer
at the next moment as much as possible by occupying multiple
jamming frequency points, which can increase the prediction
probability of jamming action.

Finally, the performance comparison between the ADRLA
and the Q-learning in [7] in four scenarios are given in Table I.
For Q-learning, the state is defined as {C1, C2, C3, C4, C5},
where Cn ∈ {0, 1} represents the occupancy of jamming in
each channel, and the action set and immediate rewards are the
same as ADRLA. As shown in Table I, the column indicated
by throughput shows the average throughput performance after
convergence (if the algorithm does not converge, the aver-
age throughput after 20000 iterations is taken), the column

indicated by iterations shows the minimum number of iter-
ations required for convergence (∞ indicates that the corre-
sponding algorithm can not converge) and the last column
shows the optimal performance when jamming actions are
completely known. Although the performance of Q-learning
is almost the same as that of ADRLA except convergence rate
in the fixed jamming mode, the performance gap becomes
obvious in dynamic or intelligent jamming mode. Q-learning
can not converge in those senarios. That is, ADRLA has better
learning ability compared with Q-learning, and can achieve
near optimal results in various environments.

V. CONCLUSION

In this letter, we investigated the anti-jamming problem
in dynamic and intelligent jamming environment. Aiming
at employing the waterfall spectrum information directly,
we constructed a recursive convolutional neural network to
handle the complex interactive decision-making problem with
infinite number of states. Then, an anti-jamming deep rein-
forcement learning algorithm was proposed. Using the pro-
posed learning algorithm, the user is able to learn the best
anti-jamming strategy by constantly trying various actions
and sensing the spectrum environment. Simulation results in
various scenarios are presented to validate the proposed anti-
jamming communication approach. Future work on designing
multi-user anti-jamming deep reinforcement learning algo-
rithms is ongoing.
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