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Abstract—Software-defined networking (SDN) is a key
enabling technology of industrial Internet of Things (IIoT)
that provides dynamic reconfiguration to improve data network
robustness. In the context of smart grid infrastructure, the strong
demand of seamless data transmission during critical events (e.g.,
failures or natural disturbances) seems to be fundamentally shift-
ing energy attitude toward emerging technology. Therefore, SDN
will play a vital role on energy revolution to enable flexible
interfacing between smart utility domains and facilitate the inte-
gration of mix renewable energy resources to deliver efficient
power of sustainable grid. In this regard, we propose a new
SDN platform based on IIoT technology to support resiliency
by reacting immediately whenever a failure occurs to recover
smart grid networks using real-time monitoring techniques. We
employ SDN controller to achieve multifunctionality control and
optimization challenge by providing operators with real-time data
monitoring to manage demand, resources, and increasing system
reliability. Data processing will be used to manage resources at
local network level by employing SDN switch segment, which
is connected to SDN controller through IIoT aggregation node.
Furthermore, we address different scenarios to control packet
flows between switches on hub-to-hub basis using traffic indi-
cators of the infrastructure layer, in addition to any other data
from the application layer. Extensive experimental simulation is
conducted to demonstrate the validation of the proposed platform
model. The experimental results prove the innovative SDN-based
IIoT solutions can improve grid reliability for enhancing smart
grid resilience.

Index Terms—Industrial Internet of Things (IIoT), plat-
form, resilience, service functions and management, smart grid,
software-defined networking (SDN).

I. INTRODUCTION

INDUSTRIAL Internet of Things (IIoT) is a new
communication paradigm that combines information and

technologies to enable real-time monitoring and provide con-
trolling for industrial domains [1]. In the context of smart
grids, the vision of deploying IIoT relies on using low-
power communication technologies by employing standard
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Internet protocols (IPs) [2] in order to enable end-to-end
communication between data center and remote access
devices. Utility industry required certain functionalities (e.g.,
routing) to enable a universal monitoring and resiliency for
distributed energy generation [3]. However, there are still two
main challenges of IIoT to become in reality. First of all,
the current low-power wireless technologies are not meeting
energy consumption requirement with high reliability in indus-
trial applications. The main requirements are already meting
legacy deployments using wired technologies, but still under-
going development for wireless technologies. Second, IP stack
can support end-to-end communications, but it is not flexible
enough to interface remote devices that are regularly deployed
or removed at industry locations. Considering the aforemen-
tioned challenges, there is a strong demand to support adaptive
network architecture that can handle real-time changes in the
smart grid data. These data process may include system moni-
toring, failure events, and network expansion requests. In con-
text of smart deployment, operators have to manually reconfig-
ure devices whenever an update request is received. This can
be performed by separately configuring devices (e.g., router
or switch). On the other hand, the features of ubiquitous data
sensing (e.g., interaction, aggregating, and analysis) is impor-
tant to be considered as a promising solution for industrial
revolution.

A comprehensive communication profile with compliant
services and topologies are normally managed according
to IEC61850 standard [5], [6] in the smart grid. IEC61850
originally specified for substation automation and extended
later to cover most aspects of smart grid communication.
The provision of communication factor to perform the
required functions based on this standard is important to
create suitable smart grid communication infrastructure [7].
However, communications infrastructure needs to deal with
different levels of requirements such as controlling data
flows and managing voltage levels between various grid
layers. Integrated software-defined networking (SDN) with
IEC61850-based substation automation in power systems can
facilitate the data forwarding of intelligent electric devices
(IEDs) in a substation to control traffic congestion. Despite
the fact that IEC61850 is a forward-based standard, but not
all the features were dynamic and adaptive networking. The
need of modern technology and extensive standardization
process causes a huge gap in the smart grid requirements.
For example, IEC61850 standard was originally produced
for local area network that is used for intrasubstation
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communications. The requirement of this standard was
accepted for IEDs to achieve communication between sub-
stations level [8]. However, later on such modification has
been made in this standard to release IEC 61850-90-1;
this modified standard can support intersubstation
communications [9].

The ultradense deployments [10] of Internet connected
devices motivate the leverage of SDN deployment within
the context of fifth-generation (5G) smart applications. This
will become reality by connecting various machines to allow
hybrid automation between resources and industrial process
requests [11], [12]. These new emerging technologies are
expected to reshape the future of industries by using new
concepts to handle IIoT applications for smart manufactur-
ing, utility, and factory of things [13]. In the context of SDN
paradigm, a key advantage of SDN is the potential abil-
ity to improve flexibility, scalability, and interoperability of
smart grid using infrastructure/data forwarding devices [14] to
prevent failures and attacks. Therefore, SDN [15] is consid-
ered as a promising solution for addressing the challenge and
leveraging IIoT platform in the modern utility. The tremen-
dous growth in the amount of electric data generated by
utility providers and customer needs to be monitored, ana-
lyzed, and controlled especially in the modern smart grid
technologies that require adaptive network bandwidth. Using
SDN can enhance the smart grid networks by decoupling
of infrastructure and control plane to increase the flexibil-
ity, interoperability, and reliability of the system, and reduces
the cost incurred during any network upgraded due to sim-
plified hardware operation [16]. In software-based networks,
SDN [17] controller is able to extract the data using control
function from data forwarding/infrastructure plane to resched-
ule and reconfigure the available resources. The network
switches are forwarding the data, by received commands
from central controller. This can be performed through open
programmable interfaces, which are responsible for network
virtualization, flow monitoring, centralized control, and fast
fault detection, as shown in Fig. 1. Abstraction of SDN plat-
form for wireless networking still undergoing development,
and this can be seen as a key technology enabler for 5G
networks [18], [19].

Although SDN requirements are not defined well for
wireless domains [20], existing research on IIoT enabled
by SDN controller in smart grid networks are not suffi-
cient to cover the real-time monitoring and traffic problems.
References [21]–[23] studied SDN and real-time monitoring in
smart utility paradigm. An aggregation technique to hide the
sensitive information in smart grid is presented in [24] that
does not involve real-time monitoring system. Another sight
of SDN platform capability to manage the data flow in the
power system networks is given in [25], the authors propose
an effective SDN platform to deliver high data rate of phasor
measurement units (PMUs) and consumers with multicast data
rate requirements.

The use cases of SDN controller has been addressed to
prove the ability of SDN of provides underlying technology
to manage the traffic engineering for PMUs in smart grid
networks. However, the authors presented only a specific case

Fig. 1. SDN platform enabling fault detection in smart grid [4].

that is not necessarily applicable to all other use cases of
SDN in smart grid networks. Thus, reliable and sustainable
electrical service is a contemporary issue challenging the smart
grid networks [26]. The systems proposed in [27] cannot sat-
isfy the ideal data scheduling and reconfiguration of power
grid in group of smart grid networks, since the authors sug-
gested a centralized SDN controller without any consideration
of real-time monitoring system. Deprived of realistic approach
of the resilience support that SDN can bring to the modern
utility and methods to control the smart grid industry is uncer-
tain to adopt SDN technologies. Key challenge in sympathetic
these problems is important to respect smart utility require-
ments and data monitoring-based sensor and control in smart
grids

To the best of our knowledge, there is a limited work of IIoT
in smart grid-based SDN platform to monitor, natural disaster,
electric outage, and fault events. Unlike existing approaches,
our model comprehensively captures the traffic flow of a typi-
cal smart grid in 5G networks employing SDN platform. Thus,
we tackle the above problems by presenting a new vision
of SDN platform for smart utilities to provide real-time data
monitoring by performing control functionality that can give
support to IIoT objects in case of fault and outage scenarios.
The flexibility and capabilities of each entity in SDN to man-
age the data flow can make it a great fit under IIoT scenarios.
In comparison to this paper, several works have elaborated on
monitoring systems and fault recovery in grid network-based
SDN architecture. Different from existing methodologies, our
system model comprehensively considers both smart grid
networks and SDN platform for the traffic flow scenarios. For
example, function management on SDN switches are assumed
in smart grid environment [28] by considering a centralized
SDN controller employed communication protocol messages
to detect the fault or outage link and trigger re-establishment
activities. A similar idea of local outage in the smart grid
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network to be re-established has been presented in [29] by
applying flow table admissions to support the fault link for
recovery.

The novel contributions of this paper are summarized as
follows.

1) SDN platform is proposed to enable IIoT technology and
manage real-time data energy profiles by establishing
dynamic routes for grid control commands in smart grid
paradigm.

2) SDN platform within the context of smart grid is
presented in order to identify the knowledge gap and
bring together the information resources through SDN
controller to reduce the traffic flow at the network
core and end-to-end latency between smart utility
devices.

3) Developed algorithm is proposed to adopt dynamic
change in real-time smart grid system. The monitor-
ing algorithm is developed to manage the traffic route
and outage link, where SDN can reset switches or re-
establish new routing of control application upon the
discovery of negotiated switches, to maintain the system
quality. Thus, any fault event can be handled by SDN
in real time without any interruption.

4) Different topology scenarios are considered to demon-
strate rerouting data among SDN switches (e.g., during
network disturbance events). Simulation results provide
evidence for the features and functionality in the SDN
controller to achieve more than 80% accuracy during
failure conditions.

The remaining parts of this paper are organized as fol-
lows. Section II proposes SDN platform and IIoT technology
scheme is discussed in detail. In Section III, developed algo-
rithm for system monitoring process and IIoT connectivity
are presented. In Section IV, different use case scenarios is
considered for real-time monitoring. Experimental results and
validation are presented in Section V. Finally, this paper is
concluded in Section VI.

II. SDN PLATFORM EMPOWERED

BY IIOT TECHNOLOGY

SDN platform provide necessary features of virtual
resources and interfaces to support IIoT platform in smart
grids [30]. To provide application oriented services and system
interoperability, we propose SDN platform empowered by IIoT
using three layers of SDN controller model, as shown in
Fig. 2. Infrastructure layer consists of all hardware and phys-
ical equipments to perform route switching between network
clusters and normally include SDN switches. Whenever new
traffic flows are received by SDN switches, the routing require-
ments will be sent to the above control layer for evaluating
data path allocation procedures. Typically, control layer will
process the requested path and assign new routing rules and
policies in agreement with application layer. Application layer
at the back-end system can manage services for utility authen-
tication contains of IIoT server to deliver and exchange the
information of each service request and data storage based
on policy, standards, events, and controls. The interoperability

between these layers allows to process any application
using the underlying network infrastructure. However, in
order to achieve this an open communication protocol is
employed to support the required functionality and resource
allocation.

A. Infrastructure Layer

This layer is responsible for data forwarding between
network clusters. Infrastructure layer consists of different
devices such as (e.g., smart sensor and actuators), PMU, field-
bus control, advance metering infrastructure, demand response
system, and core smart grid networks (e.g., gateway, switches,
access point, base stations, and routers). In addition to data
forwarding, this layer can perform monitoring of local infor-
mation and conducting data gathering statistics. The data path
management can be estimated locally at this layer using node-
to-node negotiations in real-time statues. On the other hand,
requests for more resource or bandwidth might be hard to meet
real-time system requirement as this is unpredictable informa-
tion subject to traffic profiles and application types. Once a
change request in the path is computed by high layers, infras-
tructure layer will allocate supporting resources to perform
data forwarding request. SDN data path consists of device
interface agent and set of engines for data forwarding and
processing functions. These engine and functions may contain
data forwarding technique for external interfacing possibility
or controlling internal traffic or exchanging the information
with network edge functions.

B. Control Layer

In our proposed SDN platform, control layer consists
of two main mechanisms: one of them is network oper-
ating system to manage, operate, and secure the data.
Network operating system entity needs special interface for
internal interaction and communication to enable multidomain
interoperability [31]. The other one is advance distribution
management system that includes supervisory control and data
acquisition, distribution management system, and distributed
energy resource management system. Control layer is appreci-
ated for the ability of interfacing between application layer and
physical infrastructure. Normally, the interaction with other
layers is defined by application program interfaces (APIs),
this can be either northbound or southbound. Control layer is
responsible for programming and managing physical elements
using southbound interfaces (SIs) and it has the ability to
change their functionality according to network requirements.
To this end, control layer can provide necessary information to
infrastructure layer and define network operation and routing
requirements. It can deliver relevant information on the new
data paths to application layer using the northbound APIs.
However, the whole data path may be upgraded if the appli-
cation layer requested changing based on the data aggregation,
communication link availability and processing scheme.

C. Application Layer

Application layer is the top layer of SDN platform, and it
includes data center, servers, storage, analysis, processing, and
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Fig. 2. SDN architecture-based IIoT for grid resilience.

applications. This layer can facilitate overall current status of
any data path to compute the necessary end-to-end configu-
rations to be performed by lower layers. In this layer, APIs
can be used to design various innovative applications (e.g.,
equipment fault monitoring, utilization rate monitoring, and
product processing status monitoring). Therefore, developers
can accelerate the design of new applications by customiz-
ing the data collection, transmission and processing. To this
end, application layer can collect an abstracted view of data
network from SDN controllers by applying this information
to deliver a suitable instructions for control layer. In this

proposed framework, the application layer consists of IIoT
servers for different smart grid applications, the interaction
with control layer through APIs is known as northbound
interface (NI).

D. Northbound APIs for Network Applications

NI is denoted from SDN controller viewpoint as APIs.
Usually, NI APIs extract low-level guidance and critical
information form control layer to use it for further pro-
cessing. In general, SDN controller offers APIs to allow
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for meaning of interaction requirements in intellectual terms.
Application layer is using NI to reconfigure SDN controller
with the corresponding information as regulated by north-
bound protocol. To date, NI APIs is not well standardized,
often allows to monitor the orchestrate of network behavior
through SDN controller. Therefore, application layer is not
directly involved with details information of SI. Additionally,
application layer is not required to recognize all informa-
tion about network real-time status. For example, certain
application associated with SDN controller may carry the
information about a certain path layout. But SDN controller
is the only entity responsible for generating an appropriate
instructions to adapt forwarding tables between involved SDN
switches. To conclude, orchestration layer needs to facili-
tate new APIs in order to monitor and manage smart grid
networks.

E. Protocol Options for Southbound Interface

SI is well-defined from SDN controller perspective to
interconnect particular smart grid network element commands.
This SIs perform adjustments to resources and data path
between switches using shared infrastructure with variable
parameters. The SIs have the functionality to be interfaced
to any device in a flexible manner to exchange the necessary
control information without any compatibility concerns. This
wide interoperability between various vendor devices allows
the controller to collect the requested key performance indica-
tors dynamically in real-time. The new routing requests from
the infrastructure layer and the SDN switch configurations are
communicated to control layer through the SI. Similarly, cor-
responding control information is transferred back from SDN
controller to SDN switches using the same southbound proto-
col. The control messages transmitted from SDN controller to
corresponding SDN switches is defined as OpenFlow protocol.
This protocol can be used to manage the data forwarding and
synchronous operations along data path [32]. Moreover, the
synchronous communications messages are used by OpenFlow
protocol to enable SDN switches informing the SDN controller
about real-time network events such as flow arrival and fault
and flow termination.

F. IIoT Connectivity Adapter

IIoT connectivity adapter or software element is responsi-
ble for interconnection between smart sensor or actuators and
future smart application mechanisms. This adapter employs
special protocol agents to support connectivity interface to the
IIoT protocol. The adapter can support front/back end trans-
missions to allow collected data for delivering to the above
layers for further processing.

G. Gateways

Gateways are located at IIoT edge to interface field smart
grid devices with wide area network. In other words, gate-
way elements can act as mediator for data exchange between
unconstrained technologies, which is required in the core of
IIoT network, and constrained technologies to provide con-
nectivity via smart grid remote nodes. Therefore, gateway

facilitates seamless connectivity to wide range of devices
employing different protocols such as hypertext transfer pro-
tocol, IPv4/v6, efficient XML interchange, constrained appli-
cation protocol, and 6LoWPAN, which are suitable even for
very constrained devices. Sometime all these kind of protocols
are required for conversion to enable interoperability with IIoT
remote devices and SDN controller [1].

H. Management and Administration

This segment handles customer authentication and access
authorization. Management system is required necessary to
maintain and increase confidentiality, integrity, and avail-
ability of signaling exchanged between different layers to
communication bus.

I. Data Services

Successful data delivery can be obtained in the smart grid
domain based on SDN by integrating data context within
communication protocol and orchestrated control across IIoT
chain. SDN can provide necessary underlying layer ser-
vices to perform data aggregation, communications, and data
processing as follows.

1) Data Aggregation: This functionality enables multide-
vice interfaces to perform single or multisessions by
providing API. The goal is to allow processing of
various types of data within different attributes. Any
session may be managed by a single user to cus-
tomize the data profile and orchestrate a special format
using the appropriate APIs. These different types of
data are aggregated using this functionality to enable
them to be transferred using the common networking
infrastructure.

2) Data Communication: Transferring the data between
industrial nodes are performed using combination
of wireless and wired connections. The interaction
among these devices is the foundation of new intelli-
gent approach, which allows, for example, to design
interactive mechanisms for avoiding deadlocks, or
deploying system resources according to real-time
requirements of different applications. These problems
can be reported through orchestration layer to reconfig-
ure data path and avoid service interruptions.

3) Data Management: In software defined data processing,
this data should be categorized according to applica-
tion types and path requirements. The determination of
such categories is performed centrally based on pro-
cessing requirements. For example, an industrial robot
requires a certain path planning to support large amount
of data processing. Therefore, large amount of vir-
tual resources with multigigabyte interface is allocated
to connect such data to the cloud. Processing the
path information will require to allocate considerable
computing resources in cloud and subsequently auto-
mated management of the robot using IIoT protocol.
Therefore, software-defined data processing can provide
more flexibility for remote control and centralized data
storage.
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III. RESILIENT VIRTUAL NETWORK LAYER

FOR IIOT CONNECTIVITY

SDN platform is integrated with network function virtual-
ization (NFV) to provide virtual resources and applications
on top of physical commercial off-the-shelf. The virtual
network unleashes new era of central management that can
meet the requirements of utility service providers to pro-
cess large amounts of data over wireless links. By influence
control plane functionality, SDN virtual entity can enable
smart grid network status monitoring. For example, SDN
virtual entity can be employed dynamic estimation of QoS
metrics (e.g., data latency and packet loss rate) based on
the dynamic development of the underlying infrastructure
network. Based on the long monitoring, SDN controller can
rapidly re-establish a virtual network for a smart grid control
application to isolate uncertain switches. Therefore, monitor-
ing system is integrated with SDN/NFV in order to support
automation of data delivery, negotiation of IIoT service param-
eters for resource allocate, policy administration, and quality
assurance.

The key application of this real-time monitoring is to adapt
network infrastructure and associate operations using virtual
interfaces. Integration of SDN and NFV allows for immediate
reacting to critical or fault events and unpredictable behav-
ior of IIoT platform. For example, once the system observes
overload or failure events an automated forwarding behavior
will be triggered by SDN/NFV in order to stabilize the utility
grid. NFV may create additional virtual machines that hosts
certain applications to handle data sensor processing require-
ments during overload conditions or heavy IIoT services. Time
stamping of packets is provided by SDN controller for orches-
trator to synchronize the clocks of involved nodes. However,
one or several SDN controllers may be required in a particular
utility network subject to distribution scheme and cluster-
ing model. This requires to change the hierarchical model of
association between different network entities and the authen-
tication to handle IIoT services. Smart sensors/actuators are
dynamically sending information on traffic pattern changes
to SDN controller. Therefore, SDN controller can discover
the appropriate routes to nearest data center in a reliable and
secure manner in order to enhance the overall performance of
IIoT services.

In smart networks, edge devices are required to update
the flow database located at the SDN controllers. Database
entity comprises traffic patterns for each data flow to map
IIoT platform services to the smart grids. The database entity
may also include additional information such as utility iden-
tification, types of application, data priority, and critical data
required [33]. To dynamically control traffic flows in SDN
platform, we design a simple framework, as shown in Fig. 3.
Any time the data flow arrives the application layer in the
SDN will send a request to SDN controller in order to update
the database entity. SDN controller will start to evaluate the
network status such as throughput and packet loss rates of
the traffic pattern. These evaluations are used to predict any
congestion or failure occurrence in the services. Later, SDN
controller will evaluate the QoS to resolve any bottlenecks
based on adopted polices and make decide if there is any other

Fig. 3. Algorithm of SDN-based network configuration.

better route for data path. If the QoS is not guaranteed, SDN
controller will evaluate the traffic profiles of the smart grid
network and decide the possibility of changing data forward-
ing path. SDN switches can be reprogrammed periodically to
reconnect different network sites using various requirements
and resources. All SDN switches are connected with data cen-
ters to combine databases for a centralized control and mon-
itoring of network performance. In this proposed algorithm,
status data are collected by SDN switches to predict the nec-
essary statistics required for managing the traffic route based
on required QoS. It is necessary to inform the SDN controller
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dynamically on any changes of data monitoring. In the second
stage, the obtained dataset will be analyzed by extraction of
data features and structure in a procedure that may be apply as
an input value for the estimation algorithm. Additionally, sin-
gle SDN system can be a adapted subject to its own protocol
parameters and cooperates with associated resources without
interfering with any provision providers. Each SDN switch has
a common control interface protocols (e.g., OpenFlow) to deal
with different forwarding machineries supported by different
equipment.

A. Data Flow Path Recovery for QoS Preservation

SDN controller is the entity that performs regular mon-
itoring and evaluations of traffic flow status in smart grid
networks. Therefore, when the traffic flows are affected by
certain failure, SDN will identify the impacted data flow and
will reschedule that flow subject to requested QoS. On the
other hand, traffic flow will be reprocessed by common rout-
ing module. Data flows with highest priority will be assigned
and guaranteed for alternative route first, while dropping fur-
ther data redirection efforts. Consequently, traffic flows with
low priority need to be eliminated to allow high priority data
traffic to be served. Overloaded paths should not be supported
as this will cause congestions and will most likely to cause
a failure that triggers a new series of unnecessary actions for
route changes. The alternative path configuration is published
to SDN switches causing intermediary retrieval route con-
figurations to be removed and another protection routes are
recognized.

IV. GRID RESILIENCY-BASED DIFFERENT

TOPOLOGY SCENARIOS

Smart grid networks have critical infrastructures to support
reliable communications between different entities. Therefore,
end-to-end path connectivity needs to be guaranteed under any
environment conditions. There is a strong need to develop a
recovery mechanism that restores network balance as soon
as a failure occurs. This will help to avoid link outages
that may escalate the power imbalance between smart grid
sites. In this paper, we consider different use cases sce-
narios for real-time monitoring, one of them assumes the
system under fault scenario with dynamic flow path restora-
tion, as well as we considered smart grid traffic conditions
under expansion scheme. In this paper, we develop new
resilience schemes that identifying alternative data routes for
SDN-based networks beyond literature such as [34]. In our
proposal, the faulty flow will be removed from the database
list for the considered alternatives until the end of flow list.
Once a flow is chosen, an acknowledgment messages will be
exchanged between SDN controller and switches to reroute
the data path. However, in order to reduce time of failure
detection, we employ an independent discovery of failure
by employing bidirectional forwarding detection (BFD) [35].
BFD is a type of protocol responsible for monitor-
ing the status of communication link between two SDN
switches.

Fig. 4. Network fault detection scenario.

A. Network Fault Detection Scenario

Any failures or disturbance in the power system can cause
dissatisfaction on large number of energy consumers. These
failures have negative impact on power grid system, especially
in delivering the critical information. As stated earlier, SDN
controller can define a new route in case of discover any occur-
rence of network fault or communication failure. The switches
will start to request for alternative routing, once another route
is identified by control layer, the necessary redirecting instruc-
tions will be sent to associate SDN switches. In this regard,
a developed algorithm as mentioned in the previous section is
considered to manage the grid failures including failure activi-
ties that can be triggered by SDN functionality and protocols in
order to mitigate expected failures. Once the calculation meth-
ods anticipate a failure, detective actions to mitigate this issues
will be scheduled and activated. To analyze the restoration of
link behavior in smart grid, we assume that an outage happen
between SDN switches #1 and #4 of the power network infras-
tructure. The disrupted data is exchanged between hosts #2 and
#3, as shown in Fig. 4. Following the disruption between SDN
switches, the links between other switches (SW1), (SW4),
(SW5), and (SW9) are also impacted and became invalid.
Hence, SDN controller will receive an updated message about
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Fig. 5. Network upgrading scenario.

path changes and resilience functionality starting to track
permissions and connectivity permutations. As soon as the
connection failure occurs between SDN switches and the pri-
mary path disconnected, the resilience functionality in the
SDN controller will perform topology scanning to evaluate the
restoration path of (SW1, SW2, SW5, and SW9) to be able for
reconnecting the utility provider with IIoT server. Finally, SDN
controller updates the flow table with new predictions and
inform the associated switches to change data path considering
the requested QoS.

B. Network Upgrading Scenario

In modern grid design trends, there is a huge demand to
install additional SDN switches in order to further slice the
power grid area and interface the electric data at grid edges.
In this way, we deploy additional SDN switches to our smart
grid network scenario to meet the data communication require-
ments with multialternative paths, as shown in Fig. 5. This
expansion enables SDN controller to choose among short/long
paths to improve the services provided to smart grid applica-
tions. As soon as new SDN switches are deployed in the smart

Fig. 6. Experimental setup.

grid network, SDN controller will receive corresponding mes-
sage for new paths and starts to update the resilience function
automatically.

V. EXPERIMENTAL EVALUATION

In this section, extensive experimental simulations are
conducted to validate the proposed SDN platform enabling
resilience features for smart grid applications. To conduct our
experiments, we use a Dell Server R730 that has Intel Xeon
E5-2600 CPU and 32-GB RAM to operate Red Hat Linux 7.
To create multiple entities in VMs, we use RDO Openstack
Mitaka that runs on top of RHEL7. The SDN and switches
are cerated in the form of VMs with four VMs that provide
originating/terminating points for messages exchanged across
the switches pool. The SDN VM has RHEL7 as the operat-
ing system and Open vSwitch to provide the functionality of
SDN. Moreover, the SW VM has RHEL7 as the operating
system and Open vSwitch to provide the functionality of soft-
ware switch, as shown in Fig. 6. Data communications frailer
are configured by sending error message flow during a normal
session. To demonstrate the time accuracy of the proposed
SDN platform for data monitoring to perform resiliency in
smart grid networks, we present different use cases to handle
a traffic flow in real-time monitoring. The first scenario cre-
ated with consideration of conventional topology network to
provide communication connectivity between SDN switches.
The second scenario is the failure topology when fault event
happens between SDN switches. Finally, upgraded topology
was involved deployment of new SDN switches in the smart
grid domain. In such smart grid network, we assume that SDN
controller exchanges updating messages with associated SDN
switches using openflow protocol. Our goal is to differentiate
the conventional data flow, failure event, and network upgrade
flow by calculating the traffic flow efficiency of SDN base
switches. The time of message exchanges in the same SDN
switches and time required to reroute end-to-end path connec-
tivity is assessed to be 6 ms, as shown in Fig. 7. The latency
performances of the network conventional are slightly high
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Fig. 7. End-to-end latency for different networks topology.

Fig. 8. Traffic flow for different networks topology.

due to the congested traffic load at the control center. For
example, in case of failure event, the latency of data deliv-
ered to the control center under real-time monitoring system
is higher than upgrade scenario due to the traffic overflowing
effect.

The assignment of any SDN switch to a specific flow path
is determined by SDN controller. Such decision is made based
on data obtained from monitoring algorithm running at SDN
controller. The proposed SDN controller can identify failures
using interruption messages obtained from originating point, as
we assume the starting point may need to receive acknowledg-
ment messages for data forwarding. It is obvious the latency
increases during the period of distribution or communication
failure between SW1 and SW4. This is expected since time
required for SDN controller to detect failure and recover the
system is consumed to update the flow table of SW1. The
latency time of data transmission is less in the upgraded
system approach, which mean the transmission time con-
tributes to overall system can perform well in the proposed
scheme.

Fig. 8 shows the data traffic flow times at receiver side.
In the scenario, SDN switches are set to frequently trans-
fer their active status to SDN controller with data gathering

traffic rate at 1500 kb/s. During the event of fault super-
visions, SDN controller will identify any abnormal status
after receiving report from the switches. In order to make
sure the time of monitoring in the control center is accu-
rate the SDN controller required to deliver real-time data
measurements to the control center at the rate of 4800 mes-
sages per second [6]. Each message contains an instanta-
neous sample of power signals (e.g., voltage and current)
readings. It is obvious, how system performance declines
significantly when failure occurs. For conventional flow in
infrastructure layer the monitoring features set-up at 6 ms time
measurement.

VI. CONCLUSION

In this paper, we presented an efficient use of emerg-
ing SDN platform powered by IIoT platform for smart grid
paradigm, which is currently considered as one of modern-
ization challenges to utility providers. To overlay the path
toward SDN employed IIoT integrated smart grid, there are
still challenges ahead such as the use of OpenFlow proto-
col to integrate all the layers and development of efficient
control algorithms with low complexity. In this regard, new
SDN platform along with developed algorithm are proposed
to adopt dynamic change in real-time smart grid system,
and reliable and flexible operations to enable control layer
in providing real-time monitoring. To verify the feasibility
of the developed system different use cases are presented
(e.g., expansion and fault scenarios) in smart grid paradigm
to evaluate the data traffic flow and forwarding behavior.
According to the demonstrative scenarios, this paper shows
the potential of SDN controller for supporting resilience of
smart grids, even under fault circumstances. The performance
results indicated that the dynamic end-to-end reroute could
be realized within tens of milliseconds and confirmed the
effectiveness of the control scheme. However, smart grid fault
detection required big data of information exchanges to reduce
the latency performance of message transfer, particularly in
upgraded smart grid networks. In this way, further analyses
need to be considered using industrial protocol to allocate
resources for various amount of data with different delay
requirements.

REFERENCES

[1] A. Zanella, N. Bui, A. Castellani, L. Vangelista, and M. Zorzi, “Internet
of Things for smart cities,” IEEE Internet Things J., vol. 1, no. 1,
pp. 22–32, Feb. 2014.

[2] S. Mumtaz et al., “Massive Internet of Things for industrial applica-
tions: Addressing wireless IIoT connectivity challenges and ecosystem
fragmentation,” IEEE Ind. Electron. Mag., vol. 11, no. 1, pp. 28–33,
Mar. 2017.

[3] S. Al-Rubaye, A. Al-Dulaimi, and J. Cosmas, “Spectrum allocation
techniques for industrial smart grid infrastructure,” in Proc. IEEE
14th Int. Conf. Ind. Informat. (INDIN), Poitiers, France, Jul. 2016,
pp. 1036–1039.

[4] N. Dorsch, F. Kurtz, F. Girke, and C. Wietfeld, “Enhanced fast failover
for software-defined smart grid communication networks,” in Proc.
IEEE Glob. Commun. Conf. (GLOBECOM), Washington, DC, USA,
Dec. 2016, pp. 1–6.

[5] IEC TC57: Communication Networks and Systems for Power Utility
Automation, IEC Standard 61850, 2014.



276 IEEE INTERNET OF THINGS JOURNAL, VOL. 6, NO. 1, FEBRUARY 2019

[6] X. Lu, W. Wang, and J. Ma, “An empirical study of communication
infrastructures towards the smart grid: Design, implementation, and
evaluation,” IEEE Trans. Smart Grid, vol. 4, no. 1, pp. 170–183,
Mar. 2013.

[7] Y. Yan, Y. Qian, H. Sharif, and D. Tipper, “A survey on smart
grid communication infrastructures: Motivations, requirements and chal-
lenges,” IEEE Commun. Surveys Tuts., vol. 15, no. 1, pp. 5–20,
1st Quart., 2013.

[8] A. Cahn, J. Hoyos, M. Hulse, and E. Keller, “Software-defined
energy communication networks: From substation automation to future
smart grids,” in Proc. IEEE SmartGridComm, Vancouver, BC, Canada,
Oct. 2013, pp. 558–563.

[9] J. Wen, C. Hammond, and E. A. Udren, “Wide-area Ethernet network
configuration for system protection messaging,” in Proc. 65th Annu.
Conf. Protect. Relay Eng., College Station, TX, USA, Apr. 2012,
pp. 52–72.

[10] A. Al-Dulaimi, S. Al-Rubaye, J. Cosmas, and A. Anpalagan, “Planning
of ultra-dense wireless networks,” IEEE Netw., vol. 31, no. 2, pp. 90–96,
Mar./Apr. 2017.

[11] Z. Meng, Z. Wu, C. Muvianto, and J. Gray, “A data-oriented M2M
messaging mechanism for industrial IoT applications,” IEEE Internet
Things J., vol. 4, no. 1, pp. 236–246, Feb. 2017.

[12] L. D. Xu, W. He, and S. Li, “Internet of Things in industries:
A survey,” IEEE Trans. Ind. Informat., vol. 10, no. 4, pp. 2233–2243,
Nov. 2014.

[13] S. Savazzi, V. Rampa, and U. Spagnolini, “Wireless cloud networks for
the factory of things: Connectivity modeling and layout design,” IEEE
Internet Things J., vol. 1, no. 2, pp. 180–195, Apr. 2014.

[14] D. Kreutz et al., “Software-defined networking: A compre-
hensive survey,” Proc. IEEE, vol. 103, no. 1, pp. 14–76,
Jan. 2015.

[15] W. Zhong, R. Yu, S. Xie, Y. Zhang, and D. H. K. Tsang, “Software
defined networking for flexible and green energy Internet,” IEEE
Commun. Mag., vol. 54, no. 12, pp. 68–75, Dec. 2016.

[16] A. Al-Dulaimi, S. Al-Rubaye, and Q. Ni, “Energy efficiency using
cloud management of LTE networks employing fronthaul and virtu-
alized baseband processing pool,” IEEE Trans. Cloud Comput., to be
published.

[17] S. E. Collier, “The emerging Enernet: Convergence of the smart grid
with the Internet of Things,” IEEE Ind. Appl. Mag., vol. 23, no. 2,
pp. 12–16, Mar./Apr. 2017.

[18] A. M. Akhtar, X. Wang, and L. Hanzo, “Synergistic spectrum sharing
in 5G HetNets: A harmonized SDN-enabled approach,” IEEE Commun.
Mag., vol. 54, no. 1, pp. 40–47, Jan. 2016.

[19] F. Granelli et al., “Software defined and virtualized wireless access
in future wireless networks: Scenarios and standards,” IEEE Commun.
Mag., vol. 53, no. 6, pp. 26–34, Jun. 2015.

[20] H.-H. Cho, C.-F. Lai, T. K. Shih, and H.-C. Chao, “Integration
of SDR and SDN for 5G,” IEEE Access, vol. 2, pp. 1196–1204,
2014.

[21] F. G. Brundu et al., “IoT software infrastructure for energy management
and simulation in smart cities,” IEEE Trans. Ind. Informat., vol. 13, no. 2,
pp. 832–840, Apr. 2017.

[22] B. Ahlgren, M. Hidell, and E. C.-H. Ngai, “Internet of Things for smart
cities: Interoperability and open data,” IEEE Internet Comput., vol. 20,
no. 6, pp. 52–56, Nov./Dec. 2016.

[23] R. Jain and S. Paul, “Network virtualization and software defined
networking for cloud computing: A survey,” IEEE Commun. Mag.,
vol. 51, no. 11, pp. 24–31, Nov. 2013.

[24] M. Mahmoud, N. Saputro, P. Akula, and K. Akkaya, “Privacy-preserving
power injection over a hybrid AMI/LTE smart grid network,” IEEE
Internet Things J., vol. 4, no. 4, pp. 870–880, Aug. 2017.

[25] A. Goodney, S. Kumar, A. Ravi, and Y. H. Cho, “Efficient PMU
Networking with Software Defined Networks,” in Proc. IEEE Int.
Conf. Smart Grid Commun. (SmartGridComm), Vancouver, BC, Canada,
Oct. 2013, pp. 378–383.

[26] G. Xu, W. Yu, D. Griffith, N. Golmie, and P. Moulema, “Toward
integrating distributed energy resources and storage devices in
smart grid,” IEEE Internet Things J., vol. 4, no. 1, pp. 192–204,
Feb. 2017.

[27] J. Lin, K.-C. Leung, and V. O. K. Li, “Optimal scheduling with vehicle-
to-grid regulation service,” IEEE Internet Things J., vol. 1, no. 6,
pp. 556–569, Dec. 2014.

[28] J. Kempf et al., “Scalable fault management for OpenFlow,” in Proc.
IEEE Int. Conf. Commun. (ICC), Ottawa, ON, Canada, Jun. 2012,
pp. 6606–6610.

[29] A. Sgambelluri, A. Giorgetti, F. Cugini, F. Paolucci, and P. Castoldi,
“OpenFlow-based segment protection in Ethernet networks,”
IEEE/OSA J. Opt. Commun. Netw., vol. 5, no. 9, pp. 1066–1075,
Sep. 2013.

[30] T. Xu et al., “Defending against new-flow attack in SDN-based Internet
of Things,” IEEE Access, vol. 5, pp. 3431–3443, 2017.

[31] S. Al-Rubaye et al., “Development of heterogeneous cognitive radio
and wireless access network,” in Proc. 24th Wireless World Res.
Forum (WWRF), Apr. 2010, pp. 1–5.

[32] N. Foster et al., “Languages for software-defined networks,” IEEE
Commun. Mag., vol. 51, no. 2, pp. 128–134, Feb. 2013.

[33] S. Al-Rubaye and B. J. Choi, “Energy load management for res-
idential consumers in smart grid networks,” in Proc. IEEE Int.
Conf. Consum. Electron. (ICCE), Las Vegas, NV, USA, Jan. 2016,
pp. 579–582.

[34] X. Zhang, K. Wei, L. Guo, W. Hou, and J. Wu, “SDN,” in Proc. Int.
Conf. Softw. Netw. (ICSN), May 2016, pp. 1–5.

[35] P. R. Srivastava and S. Saurav, “Networking agent for overlay L2 routing
and overlay to underlay external networks L3 routing using OpenFlow
and Open vSwitch,” in Proc. 17th (APNOMS), Busan, South Korea,
Aug. 2015, pp. 291–296.

Saba Al-Rubaye (M’10–SM’17) received the Ph.D.
degree in electrical and electronic engineering from
Brunel University London, London, U.K.

She was a Postdoctoral Fellow in smart grids with
Stony Brook University. She was working with the
advisory service of renewable energy and emerg-
ing technology with Quanta Technology, Toronto,
ON, Canada. Her current research interests include
smart grids, grid modernization, IIoT, microgrids,
SDN platform, system integration, networking,
and telecommunications. She has authored or co-

authored many papers in IEEE publications and conferences in the area of
energy and telecommunications system. She authored three book chapters
focusing on green communications.

Dr. Al-Rubaye is a Registered Chartered Engineer (CEng) of the British
Engineering Council. She was recognized as an Associate Fellow of the
British Higher Education Academy in the U.K. She is a member of the IET,
IEEE1932.1 Standard. She was a two-time recipient of the Best Technical
Paper Award from the Wireless World Research Forum (WWRF)/IEEE
Vehicular Technology Magazine in 2011 and 2015, respectively.

Ekhlas Kadhum received the Ph.D. degree in elec-
trical and electronic engineering from the University
of Science, Malaysia, in 2011.

She is currently a Senior Lecturer with the
Control and Systems Engineering Department,
University of Technology, Baghdad, Iraq. Her cur-
rent research interests include communications and
networking, covering LTE system communications
and networking, software-defined networking plat-
forms, and wireless sensors.



AL-RUBAYE et al.: IIoT DRIVEN BY SDN PLATFORM FOR SMART GRID RESILIENCY 277

Qiang Ni (M’04–SM’08) received the B.Sc., M.Sc.,
and Ph.D. degrees from the Huazhong University
of Science and Technology, Wuhan, China, all in
engineering.

He is a Professor and the Head of the
Communication Systems Group, School of
Computing and Communications, Lancaster
University, Lancaster, U.K. He has authored or
co-authored over 180 papers. His current research
interests include future generation communications
and networking, covering green communications

and networking, heterogeneous networks, small cell and ultradense networks,
5G, software-defined networking, cloud networks, energy harvesting, smart
grids, wireless information and power transfer, Internet of Things, and
vehicular networks.

Dr. Ni was an IEEE 802.11 Wireless Standard Working Group voting
member, and a contributor to IEEE Wireless Standards.

Alagan Anpalagan (S’98–M’01–SM’04) received
the B.A.Sc., M.A.Sc., and Ph.D. degrees in electrical
engineering from the University of Toronto, Toronto,
ON, Canada.

He is a Professor with the Department of
Electrical and Computer Engineering, Ryerson
University, Toronto, where he directs a research
group working on radio resource management and
radio access and networking areas within the
WINCORE Laboratory. He co-authored Design and
Deployment of Small Cell Networks (Cambridge

Univ. Press, 2014), Routing in Opportunistic Networks (Springer, 2013),
and Handbook on Green Information and Communication Systems
(Academic, 2012).

Dr. Anpalagan is a Registered Professional Engineer in the Province of
Ontario, Canada. He is a Fellow of the Institution of Engineering and
Technology. He served as an Editor for IEEE COMMUNICATIONS SURVEYS

AND TUTORIALS from 2012 to 2014, IEEE COMMUNICATIONS LETTERS

from 2010 to 2013, Springer Wireless Personal Communications from 2011 to
2013, and the EURASIP Journal of Wireless Communications and Networking
from 2004 to 2009. He currently serves as the TPC Vice Chair for IEEE
VTC Fall-2017 and served as the TPC Co-Chair for IEEE Globecom 2015:
SAC Green Communication and Computing, IEEE WPMC 2012 Wireless
Networks, IEEE PIMRC 2011 Cognitive Radio and Spectrum Management,
and IEEE CCECE 2004/2008. He has served as the Vice Chair for IEEE
SIG on Green and Sustainable Networking and Computing with Cognition
and Cooperation since 2015, the IEEE Canada Central Area Chair from
2012 to 2014, the IEEE Toronto Section Chair from 2006 to 2007, the
ComSoc Toronto Chapter Chair from 2004 to 2005, and the IEEE Canada
Professional Activities Committee Chair from 2009 to 2011. He was a recip-
ient of the Deans Teaching Award in 2011, the Faculty Scholastic, Research
and Creativity Award in 2010, 2014, and 2017, the Faculty Service Award
from Ryerson University in 2011 and 2013, the Exemplary Editor Award
from the IEEE ComSoc in 2013, and the Editor-in-Chief Top10 Choice
Award in the IEEE TRANSACTIONS ON EMERGING TELECOMMUNICATIONS

TECHNOLOGY in 2012.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingBats
    /ZapfDingbatsITCbyBT-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


